
Critical Infrastructure Protection: 
Elements of Risk 

December 2007 

Critical Infrastructure 
Protection Program 

 



 
 
 
 

Critical Infrastructure Protection: 
Elements of Risk 

 
 
 
 
 
 
 
 
 
 
 

Critical Infrastructure  
Protection Program 

 
 
 
 
 
 
 
 
 
 
 

December 2007 
 



 

Critical Infrastructure Protection Program 
 
Mission  

The George Mason University School of Law’s Critical Infrastructure Protection (CIP) 
Program integrates law, policy, and technology to conduct comprehensive, nationally 
significant critical infrastructure research.  The CIP Program provides critical 
infrastructure stakeholders in the National Capital Region with valuable analysis of 
the cyber, physical, and economic frameworks supporting the Nation’s critical 
infrastructures.  The core functions of the CIP Program are: 
  

 Basic and applied research in critical infrastructure protection and security 
and defense issues; 

 Timely and focused analysis of current issues; 
 Convening critical communities for action; and  
 Outreach and awareness for various stakeholders.  

 

Background 

After the critical infrastructure failures of September 11, the Federal government 
acted to fill gaps in the Nation’s critical infrastructure preparedness.  George Mason 
University’s (GMU) location near the Nation’s capital and its strong law and 
economics programs made it a natural base for performing critical infrastructure 
research.  In 2002, Congress funded the creation of the CIP Project through the 
National Institute for Standards and Technology (NIST).  Initially, the CIP Project 
performed basic and applied research on critical infrastructures.  As the CIP Project 
matured, the quality and utility of the research attracted interest and funding from 
other agencies to explore new areas of critical infrastructure protection.  Over the 
past five years, the CIP Project has evolved into the nationally recognized CIP 
Program through collaborations with NIST, the U.S. Department of Homeland Security 
(DHS), the U.S. Department of Energy (DOE), and other organizations throughout the 
region. 
 

Accomplishments 

The CIP Program has leveraged its substantial academic resources to enhance the 
preparedness, protection, and resilience of the Nation’s critical infrastructure by 
leading scholarly discussion, promoting industry awareness, and providing support 
for public and private sector efforts.  Leveraging its position as a third-party 
institution, the CIP Program has researched, assessed, and facilitated crucial public-
private partnerships.  By convening global leaders in areas such as law, 
telecommunications, insurance, and energy, the CIP Program has enhanced the 
dialogue between public and private stakeholders, and consequently advanced 
critical infrastructure protection.  In addition, the CIP Program has assessed risk 
management in various sectors, analyzed interdependency issues facing the private 
sector, and produced a newsletter for critical infrastructure professionals.  Ultimately, 
the CIP Program has become a national forum for exploring concepts that develops 
real-world solutions for protecting the Nation’s critical infrastructure and key 
resources. 

 



 

CIP Program Making a Difference 
 

Basic and Applied Research  

The CIP Program combines basic and applied research to produce relevant, 
actionable solutions to critical infrastructure protection problems.  Among the many 
topics explored are cyber and physical security; information sharing between public 
and private sectors; regional, state, and local issues; energy; and privacy concerns.  
In particular, the CIP Program has researched critical infrastructure protection 
through prisms of law and economics, and this focused research has brought a rich 
branch of inquiry and knowledge to the national research agenda.  For example, the 
CIP Program has advanced critical infrastructure economic modeling, and is 
developing measurable critical infrastructure metrics for the Federal government.   To 
share research and exchanges ideas, the CIP Program has conducted numerous 
research symposiums and conferences to explore various topic areas.  A broad range 
of research capabilities has helped the CIP Program engage the national and 
international community in addressing critical infrastructure protection.  
 

Timely and Focused Analysis  

The CIP Program produces timely and focused analysis of current issues, 
supplementing the basic and applied research with examinations and 
recommendations of topics relevant to critical infrastructure stakeholders.  For 
example, the CIP Program surveyed the security and economic concerns of foreign 
investment in American technology and information infrastructures following the 
announcement of the Dubai Ports deal.  In addition, the CIP Program has analyzed 
effective practices to secure vital systems and services provided by the region’s 
critical infrastructures, and produced a framework for a National Capital Region 
Infrastructure Protection Plan.   
 

The CIP Program has also analyzed energy risk mitigation and transfer, thus providing 
useful insight into insurance needs and governmental response to energy 
infrastructure destruction inflicted by the hurricanes of 2005.   
 

Convening Critical Communities  

The CIP Program partners public and private sector critical infrastructure 
stakeholders to produce innovative, actionable solutions to critical infrastructure 
protection challenges.  The CIP Program has convened public officials and private 
sector members in various conferences and symposiums to address common 
interests.  These meetings bridge the public and private sectors and grant a neutral 
location for all parties to examine complex issues.  In addition, the CIP Program has 
specialized in private sector research and communication.  GMU’s academic 
strengths in law and economics are well situated to support public and private 
interests.  In this capacity, the CIP Program’s work has focused on legal, economic, 
business, and cultural solutions to enhance critical infrastructure protection through 
private initiatives and public work.   
 

The CIP Program also connects state and local critical infrastructure communities 
with regional and national critical infrastructure populations.  The CIP Program has 

 



 

 

researched effective practices to secure vital systems and services provided by the 
National Capital Region’s critical infrastructures.  Much of the local research that the 
CIP Program has performed provides models for other communities to use.  For 
example, the CIP Program has led focus groups for first responders, examined local 
interoperability issues, and convened national leaders with local critical 
infrastructure stakeholders to examine cross-cutting issues.   
 

Outreach and Awareness  

The CIP Program accomplishes outreach to and awareness for the critical 
infrastructure community in various ways.  The CIP Program has published close to 
300 articles, reports, and monographs on wide-ranging critical infrastructure topics.  
These publications have greatly contributed to the national dialogue on critical 
infrastructure protection, and have established the CIP Program at GMU as a leading 
source of critical infrastructure protection expertise. The publications range in topics 
from shared critical infrastructure functions and vulnerabilities, to posse comitatus 
and the military’s role in disaster relief, to privacy and security.   
 

In order to maintain awareness about critical infrastructure, the CIP Program 
generates a monthly newsletter (The CIP Report) that is read by public and private 
sectors, academia, international organizations, and other critical infrastructure 
stakeholders.  The CIP Report engages and elicits positive feedback from the critical 
infrastructure community.  
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As the phrase critical infrastructure protection (CIP) became familiar to many in the 
United States over the past decade, so has the term risk.  Although neither CIP nor 
risk are new concepts, especially to those in the defense arena, they have gained 
significant traction in broader communities in recent years.  With risk being 
increasingly used in discussions on homeland security, it is important to understand 
the fundamentals of risk and how it is managed on various levels.  Thus, in an effort 
to promote a greater understanding of risk, the George Mason University School of 
Law’s CIP Program is pleased to present this monograph entitled Critical 
Infrastructure Protection: Elements of Risk.   
 
The papers included in this monograph represent numerous perspectives on 
elements of risk and feature an array of authors working in the challenging field of 
homeland security.  The papers address topics such as the definition of risk, 
assessment methodologies, and strategic approaches to risk management.  Notably, 
the focus of this monograph is risk, and risk management, in the general sense.  The 
monograph does not include papers delving into specific sectors, nor is it meant to 
endorse any one methodology or technology used in assessing and managing risk.   
 
As explained by numerous authors, there is no common lexicon for risk management.  
This is largely due to the fact that both government and industry representatives are 
often working to manage, and mitigate, risk independent of each other.  To frame the 
discussion, the following definitions from the U.S. Department of Homeland 
Security’s National Infrastructure Protection Plan (NIPP) are noted: 
 

Risk – A measure of potential harm that encompasses threat, vulnerability, 
and consequence. In the context of the NIPP, risk is the expected magnitude 
of loss due to a terrorist attack, natural disaster, or other incident, along with 
the likelihood of such an event occurring and causing that loss. 
 
Risk Management Framework – A planning methodology that outlines the 
process for setting security goals; identifying assets, systems, networks, and 
functions; assessing risks; prioritizing and implementing protective programs; 
measuring performance; and taking corrective action. Public and private 
sector entities often include risk management frameworks in their business 
continuity plans.1 
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As stated above, this monograph is comprised of papers covering a range of topics, 
each of which lend to the broader discussion of risk as it relates to CIP.  The papers 
are summarized below in the order of presentation. 
 
In the first paper, entitled Security Risk Management: Implementing a National 
Framework for Success in the Post-9/11 World, Edward Jopeck and Kerry Thomas of 
the Security Analysis and Risk Management Association (SARMA) discuss the 
importance of a national strategy for security risk management.  They acknowledge 
the Federal Government’s intent to use a risk-based approach to CIP while noting 
that limited progress has been made in developing collaborative public-private efforts 
with regard to security analysis and risk management programs.  The authors offer 
suggestions for improving security risk management processes and addressing other 
challenges in this growing field. 
 
To elaborate on the first component of risk, threat, Geoffrey French of CENTRA 
Technology, Inc. addresses terrorism and threat analysis in his paper, Intelligence 
Analysis for Strategic Risk Assessments.  Leveraging his current experience 
supporting the U.S. Department of Homeland Security, the author offers a valuable 
perspective on how threat information contributes to strategic terrorism risk 
assessments.  He also discusses varying types of analysis, as well as their respective 
advantages and disadvantages.  Importantly, French notes the need for both 
evidence-based threat assessments and imagination-based analysis to best inform 
decision-making on risk mitigation. 
 
Delving even more into the technical side of assessing risk, the next three papers 
offer information on vulnerability, vulnerability assessment, and managing risk 
through network modeling.  In The Meaning of Vulnerability in the Context of Critical 
Infrastructure Protection, William McGill and Bilal Ayyub of the University of Maryland 
explore ways to measure vulnerability and provide an operational definition for this 
component of risk.  The authors offer mathematical expressions that detail two 
categories of vulnerability, protection vulnerability and response vulnerability.  McGill 
and Ayyub also discuss how probability significantly impacts any assessment of 
vulnerability and, in turn, risk. 
 
In Vulnerability Assessment of Arizona’s Critical Infrastructure, Todd White, Samuel 
Ariaratnam, and Kraig Knutson describe the vulnerability assessment methodology 
used by the State of Arizona as an example of a state’s approach to CIP.  The 
authors’ experience with the Phoenix (Arizona) Police Department / Arizona Counter 
Terrorism Information Center and Arizona State University position them to discuss 
the State’s terrorism prevention program from numerous points of view.  To delineate 
the many aspects of the program, they touch on issues such as data collection, 
training, layered screening for site evaluation, protection measures, and 
infrastructure design standards.   
 
Managing Risk in Critical Infrastructures Using Network Modeling by Thomas Mackin 
of California Polytechnic State University and Rudy Darken and Ted Lewis of the 
Naval Postgraduate School illustrates the use of network analysis in a risk-based 
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approach to CIP.  Specifically, Mackin, Darken, and Lewis describe critical node 
analysis as a means to determine the criticality of infrastructure components, i.e., 
nodes and links, and to calculate risk.  Through an example of energy infrastructure, 
the authors demonstrate the value of critical node analysis in the identification and 
prioritization of critical infrastructure, and thus its utility to managing risk on a large 
scale. 
 
Circling back to more strategic issues, the sixth paper in this monograph, Same 
Words, Different Meanings: The Need for Uniformity of Language and Lexicon in 
Security Analysis and Risk Management by Andrew Harter of SRA International, Inc., 
focuses on the need for a common lexicon in the field of security analysis and risk 
management.  The author notes that the lack of consistently and commonly used 
terminology contributes to confusion among stakeholders and hinders collaboration.  
He outlines the process for developing standards, with considerable attention paid to 
the creation of voluntary consensus standards.  Harter also offers detailed 
information on a SARMA project as one example of the efforts currently underway to 
establish a common lexicon. 
 
Closing out the monograph, Robert Liscouski of Centurion Holdings, LLC and Nir 
Kossovsky of Steel City Re, LLC describe security as an intangible asset that requires 
dedicated attention from the corporate world in The Intangible Value of Security in a 
Volatile Global Economy.  The authors assert that many companies have 
acknowledged the need to consider risk in their business practices and are affording 
greater consideration to enterprise risk management.  Based on studies of the 
Intangible Asset Finance Society’s Security Risk Management Committee, Liscouski 
and Kossovsky recommend that stakeholders use a process of five steps to enhance 
their security risk management and expound on each step with guidance for 
improving current practices.   
 
Combined, these seven papers offer a wealth of information on risk, to include 
examples of current risk management practices and efforts aimed at better 
protecting the Nation’s critical infrastructure.  It is hoped that these papers 
contribute to present discussions on risk and spur additional dialogue on this 
important theme of homeland security. 
 
 
 
 
 
 
 
 
 
 
 
                                                 
1 U.S. Department of Homeland Security, National Infrastructure Protection Plan, June 2006, p. 105. 
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Security Risk Management: Implementing a National 
Framework for Success in the Post-9/11 World  

 
Edward J. Jopeck and Kerry L. Thomas  

 
 

Abstract:  Recent legislation, national strategies and the public statements of senior 
government officials all call for the use of risk management as the cornerstone of the 
Nation’s effort to protect its critical infrastructure and to inform decision-making in Homeland 
Security.  Few would disagree with this objective.  However, the General Accounting Office, 
Congressional Research Service, and numerous insightful observers have all noted the lack 
of progress in security analysis and risk management programs.  Now, more than 6 years 
since the 9/11, there appears to be a large and growing gap between what policy makers 
need, and what the security analysis and risk management community is currently able to 
provide.  This article will explore the causes of this gap, identify obstacles to progress, and 
explore initiatives still needed to achieve the goals sought by Congress, the Executive 
Branch, and the American public. 
 
 
Over the past several decades, significant resources have been expended by Federal 
departments and agencies, as well as in the private sector, to implement more 
uniform and rigorous security risk management processes and methods.  However, 
despite the considerable sums spent to effect change, security risk management 
efforts have remained at roughly the same level in terms of sophistication, 
coordination, and comparability as they were more than a decade ago.  Furthermore, 
while some of these efforts have sought to dictate “standards” for use by the 
profession, none have gained significant acceptance outside of the organizations 
where they originated.     
 
The terrorist attacks of September 11, 2001, and the subsequent creation of the 
Department of Homeland Security (DHS), have added a further degree of complexity 
to this issue.  In addition to large numbers of new security risk analysis users, the 
focus on homeland security that emerged in the wake of these attacks also imbued 
security risk management efforts with significant sums of new money.  DHS, other 
Federal agencies, and the private sector have used the new funding to develop and 
implement a variety of security programs, many of which rely on risk management 
principles as a key part of their decision framework.  Despite this, the numerous 
directives and plans arising out of the homeland security enterprise either 
disseminate conflicting guidance or remain silent on risk management methods that 
should be employed to achieve comparable results.  As a result, more than six years 
after 9/11, the Nation has not yet achieved a consistent, risk-based approach that 
provides decision-makers at all levels with measurable results for intelligently 
reducing the risks associated with terrorism.   
 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
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In the post-9/11 security environment, where the price of failure in both lives and 
dollars can be staggering, few can argue about the necessary role of risk 
management or the urgency of overcoming the challenges to using it effectively.  Just 
as the 9/11 Commission identified emergency responder radio interoperability as a 
critical shortfall, clear guidance on “interoperable” risk analysis approaches is also 
needed to permit effective risk communication between homeland security 
practitioners with similar missions.  This article attempts to identify the primary 
reasons for the apparent lack of progress, and explores a vision for implementing a 
more successful risk management program that can provide the Nation with the 
security it needs at a price it can afford.   
 
IDENTIFYING THE PROBLEMS 
 
While there is virtually no disagreement over the need to use risk as a decision 
support tool for homeland security activities, the success of prior efforts has often 
been limited because they did not address the fundamental building blocks needed 
to establish the basis for success.  Figure 1 below illustrates this in more detail.   

 

 
 
 

Figure 1. Creating the Foundation of Security Risk Management - The Building Blocks of  
     Success 
 
The underlying reasons for this trend are complex and bear further discussion: 
 

□ Security risk management is an immature discipline that has developed 
independently and unevenly across the Federal Government and private 
industry.  DHS leadership correctly seized on the applicability of security risk 
analysis to the mandate of protecting the homeland, but it failed to ensure the 
processes and cadre of experienced risk analysts necessary to effectively 
serve the mission were in place.  As such, there is still no system of 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
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standardized professional development to attract and educate the number of 
risk management practitioners the homeland security mission requires.   

 
□ There is no national system of governance available to risk practitioners for 

collaborating on building interoperability into their risk management 
approaches.  Lacking an interagency advisory board or recognized standard-
setting body, there is no way to synchronize divergent methods, arbitrate 
disputes, or resolve crosscutting issues.  Consequently, security risk 
practitioners often develop new methodologies rather than adopt, or adapt, 
an existing approach that doesn’t fit their needs exactly.  Furthermore, 
because the underlying methods currently in use are not based on recognized 
or compatible metrics, the resulting data is often useless to others who must 
then collect similar data using another methodology.  

 
□ There is no comprehensive, documented body of knowledge on the current 

state of the security risk management discipline.  There is no encyclopedic 
reference to which practitioners may refer when considering how to best meet 
their security risk analysis needs.  Without this body of knowledge, there is no 
way to determine where adequate methods already exist, decide where to 
focus additional research and development, or ensure existing efforts are not 
duplicative and wasteful.  Moreover, without this collection of knowledge, it 
will be difficult to train the next generation of security risk analysts and 
managers in a consistent manner. 

 
□ The lack of a common professional language for security analysis and risk 

management divides practitioners and makes collaboration difficult.  This 
“language deficit” serves as a fundamental impediment to a cooperative 
approach on security risk analysis between the Federal Government, State 
and local governments, and the private sector.  While many attempts to 
dictate standards within individual Federal departments and agencies have 
been made, their conflict with similar efforts elsewhere only exacerbates the 
problem.  Without a common language for use by practitioners when 
describing methods and needed improvements, future progress will remain 
frustratingly slow.  

 
□ Looking to the future, there is currently no capability to train or certify the 

knowledge of security risk management professionals.  Given the huge 
investments being made in homeland security, coupled with the central role of 
risk management, it would seem logical that training and certification of 
current and future practitioners is a national requirement.  Unfortunately, 
there is currently no recognized approach to risk management training for 
practitioners in Federal, State, and local government agencies, or in the 
private sector.  Absent this, it is difficult to imagine that risk management will 
ever be done with accuracy, reliability, or consistency. 

 
 
 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
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DISCUSSION 
 

The need for and difficulties associated with creating a coordinated, 
coherent risk management approach to the nation’s homeland security have 
been widely acknowledged since the events of September 11, 2001, and the 
creation of DHS. Yet, this general acknowledgment has not been 
accompanied by the guidance necessary to make consistent use of risk 
management across DHS. 

U.S. Government Accountability Office 
Applying Risk Management Principles to Guide Federal Investments, GAO-O7-386T 

 
Without the leadership and guidance necessary to overcome the noted challenges to 
applying security risk management processes and methods in a consistent manner, 
an intensely competitive environment between Federal departments and agencies, 
the contractors who support them, the National Laboratories, the private sector, and 
academia has developed.  The resulting free-for-all has slowed progress on this issue 
to a virtual standstill. 
 
As long as each effort stands alone, synchronization of methods and the ability to 
validate the conclusions of the resulting assessments is not possible.  One powerful 
example of the impact of such fragmented efforts is that, since 2001, over $12 
billion1 has been distributed to State and local governments by DHS based on 
assessments of risk that do not provide any means to quantify the overall impact of 
the funds and that do not meet any recognized standard.  Moreover, the almost 
annual changes to the process for allocating funding has prevented any sort of 
baseline from emerging and makes it virtually impossible to know if, in fact, the 
Nation is any safer now than before 2001.  
 
Recognizing the need for a constructive forum to collaborate, improve professional 
methods, and share information in a non-threatening environment, security 
practitioners have begun to take matters into their own hands.  For example, the 
Security Analysis and Risk Management Association (SARMA) was formed in 2005 to 
help promote a balanced, cooperative approach to advancing security analysis 
methods and the profession in general.  Likewise, the American Society for Industrial 
Security (ASIS International) has begun developing its own risk management 
standard to fill the void in federal security efforts.  Even international organizations, 
such as the Risk Management Institution of Australasia Limited (RMIA), have stepped 
in to fill the void with efforts to document a common body of knowledge for security 
risk management.  As such grass-roots movements gain momentum, the Federal 
Government risks losing the ability to shape the future of security risk management 
and ensure that its own needs can be met.   
 
This problem is not insurmountable, however.  In fact, a similar problem has been 
successfully addressed before.  In 1988, then-President Ronald Reagan issued 
National Security Decision Directive (NSDD) 298, which created a National 
Operations Security (OPSEC) Program in order to coordinate the efforts of all Federal 
departments and agencies with national security missions.  Among other things, 
NSDD 298 created the Interagency OPSEC Support Staff (IOSS) to help promote 
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sound methods and educate current and future generations in the use of the OPSEC 
methodology.  Concerned practitioners also joined their efforts with those of the IOSS 
by creating the OPSEC Professionals Society to further the application of OPSEC as a 
professional discipline and foster high standards of professionalism and competence 
among practitioners.  
 
A PATH FORWARD 
 
The urgent need for improved security risk management processes and consistent 
implementation across the profession requires strong leadership, a bold vision for 
coordinated governance, and a comprehensive plan to implement the partnerships 
necessary for a national strategy for security risk management.  The past two 
decades have shown that the “every entity for itself” approach will not result in a 
coordinated national effort, as doing so is beyond the mission and authority of any 
one organization.  The U.S. Government Accountability Office (GAO) and 
Congressional Research Service (CRS) have both come to recognize this may indeed 
be the case.  In a December 2005 report on homeland security risk management, 
GAO concluded: 
 

[F]or the results of a risk management system to be meaningful and useful, 
all related agencies should be using similar methods. If agencies’ methods 
are not compatible, then comparisons between agencies become difficult 
and sector or national risk assessments becomes less reliable.2  

 
CRS went further in detailing the importance not only of an interagency approach, but 
a national one that necessitates partnerships with those outside of the Federal 
Government:  
 

A cohesive risk strategy and agreement on core terms amongst disparate 
agencies is desirable because many aspects of the risk management 
process are dependent on functions performed by agencies outside of the 
department. However, the necessity of common definitions and standards 
goes beyond the federal government. As states and localities continue to 
provide information to be included in the risk assessment process, to 
include, information on critical infrastructure sites within their respective 
jurisdictions and, eventually, investigative information, the rationale for 
attempting to develop national-wide risk assessment strategy at all levels of 
government becomes stronger.3 

 
We end this subsection by proposing a framework for decision-makers to consider 
regarding the governance required to improve risk management nationally.  The 
authors believe the essential elements of such a framework would include:  
 
Leadership 

 
Resolution of the interagency leadership problem requires a clear mandate from the 
White House to overcome the existing challenges.  Steps that should be taken 
include: 
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□ Issuing a National Security Presidential Directive (NSPD) or Homeland 
Security Presidential Directive (HSPD) creating a “National Security Risk 
Management Program.”  The NSPD/HSPD should establish a national 
program for security risk management, complete with funding for a system of 
governance of federal efforts to produce a government-wide approach.  
Through such a program, the White House could accelerate progress, reduce 
massive duplication of efforts, and eliminate organizational conflicts and 
other barriers. 

 
□ Creating a security risk analysis governance infrastructure to help bring rigor 

and standardization to the assessment of security risks, while increasing 
confidence in the outcome.  To this end, the creation of the following two 
organizations is recommended: 

 
o Security Advisory and Risk Standards Board (SARSB).  The SARSB 

would be officially recognized as the authoritative body for federal 
security risk management strategy, policy, and standards.  Similar in 
concept to the approach used by the Financial Accounting Standards 
Board (FASB) in establishing Generally Accepted Accounting Principles 
(GAAP) for the accounting industry, it would provide oversight, 
guidance, and standards development for all Federal agencies.  The 
leadership of the SARSB should include representatives from all 
agencies with significant homeland security and national security 
responsibilities.  
 
The role of the SARSB would be to: 
 
 Develop a national architecture for federal security risk 

management and work in partnership with State and local 
governments, the private sector, professional associations, and 
academia to translate the architecture into a roadmap for 
implementation. 

 
 Be the Federal Government’s authority on security risk 

management, with responsibility for collecting lessons learned from 
past efforts and developing voluntary consensus standards for 
terminology, generally accepted principles for risk assessment, and 
best practices.  

 
 Advise all Federal departments and agencies on the development 

of new risk assessment methodologies, programs, and policies, 
and promote the convergence of existing approaches toward more 
unified and compatible methods. 

 
 Specify national-level requirements for intelligence and counter-

intelligence information needed to support the threat analyses to 
be used in risk assessments. 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
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 Provide an annual report card on the progress of individual Federal 

agencies in implementing risk management programs to support 
security decision-making and investment prioritization. 

 
 On an as-needed basis, chair dispute resolution meetings with 

Federal departments or agencies having disagreements over 
security risk management activities and policies that may affect 
national/homeland security interests. 

 
o Interagency Risk Management Support Staff (IRMSS).  The function of 

the IRMSS would be to provide program development support, 
technical expertise, and training to Federal, State, and local 
governments, as well as the private sector.  Addressing the shortage of 
qualified risk methodologists and trainers in the Federal Government, 
the IRMSS mission would centralize that expertise, making it available 
in one place to support practitioners in achieving the national goal of a 
mature, unified, and broadly-accepted approach to security risk 
management.  It is also possible that such a mission could be 
delegated to an existing organization, such as the Interagency OPSEC 
Support Staff, which has deep experience in supporting the national 
OPSEC Program at an interagency level. 
 
The role of the IRMSS would be to: 

 
 Support the National Security Risk Management Program by 

providing tailored training and assisting in program development. 
 

 Produce educational multimedia products and present on the 
program at conferences for the homeland security, defense, 
intelligence, and public safety communities. 

 
 Help Federal, State, and local governments develop self-sufficient 

interoperable risk management programs in order to protect the 
American public, infrastructure, and activities. 

 
Guidance 
 
Through the aforementioned approach, the White House could direct: 

 
□ Federal departments and agencies to create a Chief Risk Officer (CRO) 

position to synchronize, coordinate, and monitor all risk efforts within their 
organizations.  The CRO concept has been in widespread use by the private 
sector for decades.  Implementing such a position within key Federal 
departments and agencies would elevate the importance of risk management 
and end debates over who creates necessary policies and procedures and 
leads risk management initiatives at the department and/or agency-level.  Of 
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note, we believe the initial focus of this position should be on coordination of 
security risk activities; however, the ultimate goal should be a convergence of 
all risk activities within the CRO’s portfolio.   

 
□ Mandate that Federal departments and agencies participate in resolving their 

differences through the SARSB.  Participation in a respected, non-
governmental body, such as the SARSB, would help to elevate the discussion 
beyond the unique and sometimes parochial interests of Federal departments 
and agencies that have often doomed previous attempts to improve the 
uniformity of risk management methods.   

 
Public-Private Partnerships 
 
Any comprehensive solution for the development of a coordinated security risk 
management strategy must also include active partnerships with the security industry 
to achieve the goals and objectives of national plans, such as the National 
Infrastructure Protection Plan (NIPP).  Therefore, the White House should consider 
recognizing appropriate security analysis/risk management professional associations 
as partners in representing the private sector, academia, and the security risk 
analysis profession at large.  Federal departments and agencies should seek to 
benefit from the deeper and broader experience available through such associations.  
The creation of this public-private partnership is necessary to establish 
communication and buy-in between public and private sector practitioners engaged 
in supporting national and homeland security missions.  Such participation will allow 
for the broadest input and greatly facilitate the adoption of standards by the private 
sector.  In turn, this will lead to a more uniform implementation of security risk 
management in the United States. 
 
SARMA is one such association working to address many of the necessary 
foundational elements through its SARMApedia effort.  The initial focus of the 
SARMApedia is threefold: 1) documenting the analytical methods already in use; 2) 
establishing a common lexicon for security risk analysis; and, 3) developing 
standardized approaches to key security risk analysis issues.  To that end, several 
specific projects have been initiated:   
 

□ The Common Lexicon Project is focusing on developing a broad-based, 
consensus solution to the “language barrier” through the orderly collection of 
existing terms, linguistic deconstruction of definitions, and the application of a 
consensus process to arrive at acceptable common definitions. 
 

□ The Encyclopedia of Security Analysis and Risk Assessment Methods is using 
a Wiki-based approach to allow security practitioners across the Nation to 
provide documented descriptions of their methodologies in a current “state of 
the profession” virtual encyclopedia.     

 
□ The Who’s Who in Security Analysis Project is developing a listing of 

individuals and organizations that will enable policy-makers, practitioners, and 
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researchers find the expertise they need from within the profession.  It will 
also provide practitioners and organizations with the opportunity to share their 
expertise, interests, and accomplishments with their peers. 

 
□ The Research and Development in Security Analysis Project is developing a 

listing of projects and research needs that will allow government sponsors, 
practitioners, and researchers to know where focused research exists, where 
efforts are redundant, and where gaps in research and development efforts 
still exist. 
 

□ The Generally Accepted Risk Assessment Principles Project, or GARAP, is 
identifying and promulgating common practices and generally accepted 
principles to bring added rigor and standardization to the process of assessing 
security risks. 

 
Each of these projects is being implemented in an open and transparent manner to 
encourage participation by the broadest possible range of security risk analysis 
practitioners.  To learn more, visit the SARMApedia web site at: http://sarma-wiki.org. 
 
CONCLUSIONS 
 
The terrorist attacks of September 11, 2001 highlighted the difficulty of protecting an 
almost infinite number of targets with finite resources.  The use of security risk 
management is the approach chosen by our Nation’s leadership to address this 
problem.  Yet, in order to ensure the effectiveness of this effort and accurately 
quantify its impact, the development and implementation of a national strategy for 
security risk management is needed.  The refinement and application of a more 
uniform and coordinated approach to analyzing security risks will greatly enhance our 
Nation’s ability to understand and manage a multitude of risks.  It will also lead to 
improved decision-making by Congress and the White House, as well as more 
efficient prioritization of resources.  
 
The creation of such a national system of governance and standards for security risk 
management is beyond the mission and authorities of any one risk practitioner.  Even 
with visionary leadership and direction it will not be easy, as GAO and others have 
noted.  Yet such a system is necessary if we are to protect the people, infrastructure, 
and economic prosperity of the United States.  The authors encourage the White 
House, Congress, Federal departments and agencies, State and local governments, 
and the security profession to join forces and strive to achieve a national security risk 
management program that will help provide the Nation with the security it needs at a 
price it can afford. 
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Intelligence Analysis for Strategic Risk Assessments 
 
Geoffrey S. French 
 
 
Abstract:  For the critical infrastructure protection community to implement a risk-based 
prioritization of resources — whether at the facility, community, or other level — it requires 
information about the threats, vulnerabilities, and consequences of a variety of potential 
scenarios. Comprehensive information on the terrorist threat can only come from the 
government. Strategic terrorism threat assessment, however, is particularly challenging for 
the U.S. Intelligence Community because it requires a degree of prediction and 
communication with the public — both of which run counter to the community’s culture. To 
form a basic strategy for reducing the risk from terrorist attacks, decision-makers need (1) 
evidence-based threat assessments to provide comparative analysis of a range of 
adversaries and attack methods, and (2) imagination-based analysis to give them alternate 
perspectives on the threats they face, including information on the ways that the terrorist 
threat may change.  
 
 
INTRODUCTION 
 
The perfect system for translating information on terrorist groups into threat analysis 
useful for strategic terrorism risk assessments has yet to be developed. Difficulties 
permeate the process, beginning with the sustained information-sharing required for 
the consolidation of all pertinent intelligence into one place. The small numbers of 
past attacks in the United States lend themselves to poor extrapolation. Similarly, 
broad conclusions based on tactical intelligence introduce uncertainty into the 
analysis. Finally, the application of intelligence into coherent, quantified analysis for 
risk assessment requires a logical structure to capture analytic judgments. It is 
important for decision-makers to understand the difficulties that strategic terrorism 
analysis poses for the U.S. Intelligence Community (IC) and the purpose of the 
various types of analysis that exist. To receive better threat information from the U.S. 
government, the critical infrastructure protection community must acknowledge 
inherent limitations of intelligence analysis and then help formulate requests for 
threat information, knowing that no single approach or tool will give a decision-maker 
the full perspective needed to manage risk. 
 
TERRORISM AND INTELLIGENCE ANALYSIS 
 
Although terrorism is not a new phenomenon, its centrality in the IC is, as are the 
heightened demands for communicating intelligence assessments outside of the IC. 
Similarly, the need for intelligence to be put into a context for risk analysis is also 
relatively new. The IC is restructuring its organizations and culture to meet these 
needs, but the process is incomplete. The reason is largely due to the IC’s historical 
approach to analysis. Understanding the inherent challenges in providing strategic 
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warning and the similarities that it shares with terrorism threat analysis helps provide 
context for the difficulties of framing threat for risk assessments. 
 
Strategic Warning 
 
The IC as presently conceived was formed largely during World War II and matured in 
the Cold War. At its best in this period, it focused intelligence collection and analysis 
on specific questions having to do with military, political, and economic issues. 
Assessing the current state of foreign programs or affairs and short-term outlooks 
were clear tasks, and the IC excelled at finding innovative approaches to penetrate 
closed societies, discover secret programs, and exploit human intelligence. The 
legacy of the attack on Pearl Harbor brought another set of expectations, however, 
that the IC would help the nation avoid strategic surprise.1 The demand for long-term 
outlooks and predictions of major shifts that necessitate swings in national strategy 
or a change in governmental priorities, however, did not fit the IC’s approach and 
expertise well.  
 
The shoals of strategic warning are difficult to navigate. Analyses that predict major 
change in the long term — or even the near term — are inherently uncertain and liable 
to be erroneous. To have any utility, however, such predictions must be delivered 
with sufficient time for government officials to change policy of programs. Issuing the 
analysis before clear evidence exists invites criticism for lacking credibility; waiting for 
clear evidence, in contrast, means delaying until the analysis is no longer useful. The 
needs for timeliness and credibility, therefore, work at cross-purposes.2 Moreover, 
experts tend to be poor forecasters. Numerous studies have shown predictions by 
experts in specific fields to be no better than simple statistical models.3 All of these 
factors combine to make strategic warning among the most difficult tasks the IC 
faces. Unfortunately, strategic terrorism threat analysis more closely resembles this 
task than the others. 
 
Strategic Terrorism Threat Analysis 
 
Clearly, the IC plays a broad role in counter-terrorism. The IC is central to the task of 
identifying, monitoring, and intercepting terrorist planners, operatives, and their 
support networks, including financial analysis. The IC plays a pivotal role in denying 
terrorists access to weapons, material, and targets, including non-proliferation and 
tracking sensitive material. The IC also assists the U.S. military in targeting (such as 
locating training camps or identifying, intercepting, and translating communications) 
and force protection. IC support to force protection is directly applicable to risk 
analysis. By providing threat analysis, the IC allows the U.S. military to shift 
resources, change defensive tactics, move units or equipment, or eliminate the 
threat.  
 
The U.S. critical infrastructure community requires threat analysis for similar reason. 
To make informed decisions about how to adjust protective measures or invest in 
preparedness measures, the community needs a better understanding of the threat. 
When tactical intelligence is available, its application is relatively straightforward. If a 
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terrorist cell or individual has been identified and penetrated, the target of the attack 
(e.g., John F. Kennedy airport or Ft. Dix) can be ascertained. If the cell is capable of 
launching the attack, the authorities may arrest the members and eliminate the 
threat or increase protections around the target to reduce vulnerability. If analysis 
indicates that the consequences of the attack would be very low, the cell may be 
allowed to operate while authorities attempt to find links to other groups or planners. 
In the absence of explicit tactical information, however, the critical infrastructure 
protection community still requires an input for threat into the risk model. Strategic 
terrorism threat assessments support risk management of long-term problems or for 
multi-year outlooks.  
 
Modern terrorism presents a very different challenge than the nation state — focused 
efforts that have dominated the history of the IC.4 First and foremost, there is no 
structured command and control system to penetrate. The highest tiers of an 
international terrorist group may not issue specific tactical orders on targets or attack 
methods. Cells in the United States may simply be inspired by the al-Qa’ida ideology 
and generate their own concepts of where and how to attack. Even if U.S. authorities 
intercepted every communication between a U.S. cell and the central al-Qa’ida 
leadership, they may have little insight into the details of the plot. In this way, 
strategic terrorism analysis meets Gregory Treverton’s definition of a mystery, as 
opposed to a puzzle. 
 

Puzzles can be solved; they have answers. But a mystery offers no such 
comfort. It poses a question that has no definitive answer because the 
answer is contingent; it depends on a future interaction of many factors, 
known and unknown. A mystery cannot be answered; it can only be framed, 
by identifying the critical factors and applying some sense of how they have 
interacted in the past and might interact in the future. A mystery is an 
attempt to define ambiguities.5 
 

This inability to provide definitive answers puts the IC in a conundrum. For its anti-
terrorism mission, the best outcome is to deliver clear information about threat to the 
public with enough time to prepare for an attack. Absent tactical threats, this 
requires the IC to either make predictions or to provide some insight into how and 
what terrorists may attack. All of this runs counter to the culture of the IC.6 For this 
reason, much of the IC analysis that has been released to the public has been 
tactical in nature (e.g., there is or is not a threat to an event or facility7) or very high 
level (e.g., al-Qa’ida continues to pose a threat to U.S. interests8).  
 
Threat Analysis for Risk Management 
 
Unfortunately, these types of analysis do not meet the needs for risk management. 
For decision-makers to implement a risk-based prioritization of resources — whether 
at the facility, community, or other level — they require information about the threats, 
vulnerabilities, and consequences of a variety of potential scenarios. Information 
about vulnerabilities and consequences can often be obtained from the owner or 
operators of key facilities or from an outside expert. All-inclusive information on the 
terrorist threat, however, can only come from the government. Tactical analysis can 
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help inform decision-makers about an individual threat, but it does not help set 
longer-term priorities or help invest resources for much beyond the immediate term. 
Analysis at too high a level does not provide the comparison of multiple adversaries 
and multiple types of attack scenarios required to discriminate good investments 
from poor. Similarly, analysis with too narrow a focus can hinder strategic decision-
making; for example, an in-depth evaluation of al-Qa’ida’s capability to use chemicals 
in an attack may be informative for assessing an individual scenario, but does not 
help determine whether a community needs HAZMAT gear more than an augmented 
bomb squad.  
 
To form a strategy to reduce the risk from terrorist attacks, decision-makers need a 
threat assessment based on intelligence and supporting evidence so that they can 
compare the severity of several threats, understand the degree of certainty in the 
assessment, and determine the potential for change. With these elements identified, 
decision-makers would have a credible system to apply to risk analysis. Credibility, 
however, is only one of the aspects of strategic warning. Ideally, the government can 
offer imagination-based analysis to complement the evidence-based analysis and 
give decision-makers timely insight into other perspectives on the threats they face, 
including information on the ways that the terrorist threat may change. Aspects of 
both of these approaches are described below. 
 
EVIDENCE-BASED ANALYSIS 
 
As mentioned above, strategic risk analysis must take multiple unwanted events or 
hazards into account. To compare these, it requires a consistent approach that can 
differentiate the adversaries and multiple types of attack scenarios meaningfully, 
whether by frequency or severity. This differentiation may simply be qualitative (low, 
medium, or high) but for a broad range of attack types and potential targets, three or 
even five categories will leave most scenarios clustered in a narrow band. To 
maximize its utility for risk management, threat analysis should have judgments that 
can be represented numerically. Unfortunately, obtaining the evidence and 
quantifying it is no simple task and has led to missteps in the past (see Box 1).  
 
To frame the quantification, many systems attempt to produce a probability or at 
least a proxy for probability. Many probabilistic risk systems for terrorism resemble 
models created for safety risk analysis. The mechanical and nuclear engineering 
fields have a generally successful model for probability based on knowing the 
number of times that a part or process will fail in its lifetime due to fatigue, stress, 
breaks, or errors. Even complex processes can be evaluated in this fashion by 
breaking them into their constituent parts and then evaluating and aggregating their 
probabilities. The fundamental problem with applying this approach to terrorism risk 
analysis is the unknowable probability that a nation, city, or facility will be attacked in 
a given period of time. 
 
Outside of having information on a specific terrorist cell, the IC and law enforcement 
community rarely have enough information to know that an attack is imminent or set 
for a specific timeframe. Another way of approaching the problem is to consider the 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
 
                                                                                     -- 15 --



 

 

Critical Infrastructure Protection: Elements of Risk 

events in Washington D.C. between September 2001 and October 2002. The 
metropolitan area experienced the attack on the Pentagon, anthrax sent through the 
mail, and a serial sniper. Individually, these events do not lead to any conclusion 
about the number of terrorist attacks that Washington D.C. should anticipate 
experiencing within the next year. Taken out of their context and treated collectively, 
they would lead to the illogical conclusion that Washington D.C. should expect three 
attacks over whatever timeframe is selected (one year, five years, ten years, etc). 
Some terrorism risk models, therefore, use a conditional probability that assumes an 
attack within a certain timeframe and focuses on attempting to assess its potential 
form and its target. 
 

Box 1: The Pitfalls of Quantification 

Many threat analysis systems confuse the need for quantified results 
with a blind search for numbers. Some recent threat analysis 
approaches have been based on easily counted proxies, such as the 
number of open terrorism investigations or suspicious activity reports.9 
This has an appeal in that the numbers are verifiable and quantifiable. It 
ultimately fails because the proxies do not reflect the aspects of the 
information that actually indicate threat or maturity of the cell, what are 
its capabilities, what may be the intended target. Worse, they are 
significantly influenced by the enthusiasm of those submitting 
suspicious activity reports and the standards of recording them. 
Similarly, the last six years have seen construction of several databases 
that include information on terrorist incidents worldwide. One intention 
behind these databases is to collect enough data to be able to calculate 
statistical probability. Like the number of open terrorism investigations, 
databases have something to contribute to the understanding of threat, 
but statistical analysis is ill founded. By equating the security 
environments in nations around the world and the terrorist attacks from 
groups with very different intentions and goals, databases can lead to 
poor conclusions, such as that only 1 percent cause fatalities.10 This 
may be true for a database with tens of thousands of incidents but 
provides no meaningful understanding of the threat to decision-makers 
in the critical infrastructure protection community. 

 
Regardless of the model’s context for the quantification, the output from a strategic 
threat assessment must succeed on two counts to be useful for risk management. It 
must communicate distinct threat levels for multiple scenarios and it must allow 
managers to understand what evidence was considered and how it affects the 
results. There are two principal approaches that hold promise for risk management: 
event tree analysis and threat severity analysis. 
 
Event Tree Analysis 
 
One approach to threat analysis is to identify all of the required actions for an 
adversary to launch an attack and to assign probabilities to each step. This is 
typically referred to as an event tree or an attack tree. To illustrate, Figure 1 shows 
the basic actions required for chemical or biological terrorism. To translate this into 
an attack tree, an analyst would select a specific chemical or biological agent and a 
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target to create a scenario. One benefit of such an approach is that it reveals 
potential indicators of an attack or signatures that a terrorist cell may have, and thus 
likely places for detection and interdiction. To use this approach to generate a 
quantified threat level, the analyst must additionally assign probabilities for success 
for each step. For some weapons or agents, acquiring precursor materials may have 
a very low percentage of success, which could reflect controls on specific materials, 
treaties in place, or other law enforcement mechanisms that make this step difficult. 
Probabilities for the synthesis or growth of agents and weaponization of the agents 
may be based on the difficulty of working with the specific material, but assumptions 
of the skill level of the terrorist group in question also underpin the analysis. 
Similarly, assumptions about target selection and vulnerability, as well as the ability 
of U.S. intelligence or law enforcement agencies to interdict the attack, are also 
implicit in the probability of the successful dissemination of the agents. Multiplication 
of all of the probabilities provides an overall threat level.  
 

Figure 1: An Event Tree Analysis Based on Stages for Terrorists Working 
Outside a State-run Laboratory to Conduct Chemical and Biological 
Terrorism. 

 
Source: U.S. General Accounting Office, Combating Terrorism: Need for 
Comprehensive Threat and Risk Assessments of Chemical and Biological 
Attacks, GAO/NSIAD-99-163, September 1999, p. 8. 

 
This type of threat analysis requires extensive documentation of the assumptions 
that were considered in each step and of how the probabilities were generated. 
Without these, the process is difficult to repeat with confidence that it will produce 
consistent conclusions. Moreover, even small changes in the probability of any step 
can result in very different risk levels when other elements of vulnerability and 
consequence are combined with it. It does, however, have the advantage of being 
clear in its components and can be useful in generating quantified threat levels that 
can help to compare threats and contribute to risk analysis. 
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Threat Severity Analysis 
 
Another established approach to assessing the threat from an adversary is to identify 
the adversary’s capability to launch an attack and the overall intent for that 
adversary to do so. Figure 2 illustrates a comparison of several terrorist groups based 
on these two criteria and demonstrates the potential utility of threat severity analysis. 
The benefit of such an approach is that it can create a set of definitions to mark 
various levels of capability and intent and communicate these to a wide audience. By 
combining the levels of capability and intent, the system can communicate the 
severity of the threat to decision-makers. It should be clear, for example, how a group 
with a high intent may actually pose a more immediate threat than one with greater 
capability. Although the approach is sound, it still does not provide sufficient detail to 
the critical infrastructure protection community for risk analysis in that it does not 
differentiate various types of attack methods for the groups or the intent as applied 
to specific targets. A strategic risk assessment requires a threat analysis for a range 
of scenarios that “consist of target assets, weapons, and modes of delivery.”11 
 

Figure 2: Threat Severity Analysis Using Intent and Capability Levels for 
Multiple Terrorist Groups.  

 
Source: Kim Cragin and Sara A. Daly, The Dynamic Terrorist Threat, RAND: 
Santa Monica, CA, 2004, p. 20. 

 
Specifically, a threat analysis system would require an assessment of capability for a 
range of attack methods (such as the use of chemical agents, biological agents, and 
explosives). It also requires as assessment of intent to attack individual facilities or 
general types of assets with each of those attack methods. Ideally, intent levels 
reflect the adversary interest in attacking a class of assets in general (e.g., 
government buildings) as well as any specific interest in using an individual attack 
method against a specific target (e.g., using a vehicle-borne improvised explosive 
device against a federal government headquarters building). The analysis of intent is 
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particularly difficult. Too often, analysts attempt to extend lessons learned into 
universal statements about terrorist preferences for targets or attack methods. This 
can lead to illogical conclusions, especially with poorly defined terms such as “soft 
targets.” There are situations in which terrorists have clear preferences for targets 
that are constant over time; it is equally clear that some terrorist planners consider 
certain vulnerabilities or consequences and use them to guide the selection of 
targets.12 Even so, some targets are highly vulnerable and an attack on them could 
have severe consequences, yet they are not considered to be a priority for 
terrorists.13 Analysis of intent, therefore, needs to be painstakingly researched to 
document the judgments about terrorist preferences and potential targets. The 
opposite approach — crafting general statements of what terrorists find “attractive” — 
will most likely lead to false positives and false negatives.14 A system that can 
illustrate capability levels for a series of attack methods and the related intent levels 
for classes of targets and geographic regions would enable risk management across 
a sector, in a city or region, and at the facility or system level. This would provide 
useful distinctions among the threat for scenarios that combine the attacker, a 
method of attack, and the attack’s target. 
 
Other Approaches 
 
The categories above do not capture the full spectrum of approaches to threat 
analysis. Some models, for example, use Bayesian networks to calculate probabilities 
for terrorist attacks. These have the appeal of adhering to logical rigor because there 
is a defined probability space (where an increased probability of one attack means 
decreased probability of another) and intended ratio relationships (where a 
probability of 0.4 is four times as likely as 0.1). The level of detail required for such 
systems, however, is impractical to support with intelligence and ultimately depends 
on subjective judgments.15 These complex models can be useful as internal tools for 
an organization, but do not provide the credibility for outside validity and 
implementation across a large number of organizations.  
 
Conversely, a simplistic approach to threat analysis is a “scorecard” method that 
tallies various contributors to a threat, such as ease of access to the materials or 
expertise for the attack, or the symbolic value of the target (see Figure 3). These are 
simple to understand and can be implemented by people with little security training. 
More complicated versions do exist,16 but ultimately these offer a proxy for threat — 
just as a material threat assessment does — by attempting to estimate the logistical 
burden of an attack, not the capability or intent of an adversary.  
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Figure 3: A Scorecard Approach to Threat Assessment. 

 
Source: Federal Emergency Management Agency, Risk Assessment: A How-To Guide to Mitigate 
Potential Terrorist Attacks Against Buildings, FEMA 452, January 2005, p. 1-21. 

 
IMAGINATION-BASED ANALYSIS 
 
Evidence-based systems alone cannot provide all of the insight that decision-makers 
need to consider threat. Their value is that they can show how the weight of evidence 
influences judgments about the severity of a threat. Their weakness is that the 
dependence on past events and clear indications of capability or intent will prevent 
them from providing timely insight into sudden or more radical shifts in the threat 
that require more innovative approaches to identify. Imagination-based analysis frees 
an analyst from the constraints of a structured model and complements the insight 
that evidence-based systems provide. Red Cell analysis, Red Team exercises, and 
game theory are three established approaches to this less structured area of threat 
analysis. 
 
Red Cell analysis is specifically intended to question the underlying assumptions of 
the evidence-based analysis and pursue alternative hypotheses. Red Cell analysis 
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has a greater degree of flexibility in interpretation of events, information, and 
intelligence. By examining them from different perspectives or combining certain 
facts differently, Red Cell analysis informs decision-makers by revealing uncertainties 
or questionable assumptions in any evidence-based analysis and emphasizing the 
continuum of possibilities for threat, specifically where it may be higher than thought 
or where opportunities for strategic surprise exist (see Box 2). 
 

Box 2: An Example of Red Cell Analysis 

In 2002, the National Infrastructure Protection Center (NIPC) evaluated 
trends in terrorism. These included an increase in operational 
complexity, an interest in new forms of attack, and an increase in 
infrastructure as a target for attack. Given the increase in physical 
countermeasures after the September 2001 terrorist attacks, the NIPC 
analysts speculated that terrorist may attempt to use cyber attacks to 
overcome some of the constraints on physical access or to increase the 
destructiveness of their physical attacks. 

Since that time, it is clear that the terrorist threat has changed. Attacks 
in Western Europe have become simpler, not more complex, and 
terrorist groups rely more heavily on suicide attacks than on 
technological adaptation. Regardless, this analysis offered an innovative 
assessment of how the terrorist threat may develop that may have 
caused risk managers to reduce key cyber vulnerabilities. 
Source: National Infrastructure Protection Center, Swarming Attacks: 
Infrastructure Attacks for Destruction and Disruption, July 2002. 

 
A related but distinct analytic approach is the Red Team. Red Teams typically run 
exercises or tests of security in the field. Red Teams, like Red Cells, offer the 
opportunity to validate or contradict the assumptions made in threat analysis: 
whether a target is identifiable, whether certain defensive configurations deter 
surveillance, and whether material for an attack is easily obtained (see Box 3). Red 
Teams are most effective at analyzing a persistent threat, where the adversary is 
fixed on one target and searches for innovative means of overcoming the 
countermeasures in place. Red Teams can also help assess threats that may fall 
outside of a modeling construct for evidence-based analysis.  
 
Both Red Cells and Red Teams can use game theory as an approach to analysis or 
exercises. Game theory is another mechanism for exploring the dynamic nature of 
threat and its relationship to vulnerability, consequence, and terrorist goals. A static 
model for risk is — as all models are — an artificial construct to assist people in 
comprehending a problem and gaining insight into potential solutions. These simple 
models are very useful but must be complemented by other means, such as game 
theory, in order to add another dimension to the understanding of threat. Game 
theory can accommodate a nuanced and complex approach to terrorist intent and 
target selection. 
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Box 3: An Example of Red Team Analysis 

In 2007, the U.S. Government Accountability Office conducted an 
investigation into the safeguards on the purchase of radioactive 
materials. The investigation took the form of a Red Team that 
established a bogus business to obtain a radioactive materials license 
from the Nuclear Regulatory Commission. After receiving the license, the 
investigators altered it to allow the purchase of an unrestricted quantity 
of radioactive sources and successfully used it in the acquisition of 
machines containing radioactive material.  

This investigation tested the countermeasures in place to prevent 
unauthorized personnel from obtain material that could be used in a 
radioactive dispersal device. By demonstrating the vulnerabilities, the 
Nuclear Regulatory Commission was able to correct the weaknesses 
identified in the exercise. 

Source: U.S. Government Accountability Office, Nuclear Security: Actions Taken 
by NRC to Strengthen Its Licensing Process for Sealed Radioactive Sources are 
Not Effective, GAO-07-1038T, July 12, 2007. 

 
Game theory is best utilized in examining an adversary that is pursuing a type of 
effect (e.g., mass casualties) rather than a specific target (e.g., a federal government 
building). The adversary is free to change targets and tactics based on site-specific 
countermeasures, general changes in security posture, or other obstacles. Military 
war games that focus on Effects-Based Operations provide an excellent example of a 
system to model such dynamic agents.17 
 
Imagination-based analysis provides the best opportunity for the IC to provide timely 
warning about the potential shape of the future terrorist threat. If the IC can engage 
in an on-going dialogue where this type of analysis complements a systematic 
evidence-based threat model, it should be able to balance the needs for timeliness 
and credibility. By using risk management as the long-term framework for discussion, 
the IC and CIP communities should be able to explore future permutations of the 
threat without accusations of crying wolf or scare mongering.  
 
CONCLUSIONS 
 
The current state of strategic terrorism threat assessment does not support proper 
risk management in the critical infrastructure realm. Attempts at threat analysis for 
use in the private sector have been at the wrong level or relied too heavily on 
imagination-based analysis. Although imagination-based analysis can inform the 
decision-making process, it is a challenge for decision-makers to use it as a basis for 
investments or action. Even the best imaginative work carries a high degree of 
uncertainty. Risk management must begin with a strategic, evidence-based threat 
analysis. 
 
Members of the critical infrastructure protection community — state and local 
governments, owners and operators, and federal agencies with security 
responsibilities — need to be specific in their requests for threat analysis. Typically, 
the IC provides tactical warnings and periodic updates on the threat environment 
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from a high-level perspective. These types of communication are worthwhile, but do 
not provide the comprehensive outlook required to make investments in a strategic 
plan for a facility, infrastructure sector, or community. Only a comparative, evidence-
based threat analysis can serve as the foundation for an informed risk management 
strategy. 
 
The IC needs to acknowledge the criticality of threat analysis to risk management.  
Without threat input to risk, the private sector develops workarounds, either 
generating it itself or using methods like CARVER. CARVER — an approach to target 
selection developed by U.S. Special Forces — does help a decision-maker understand 
how a system may be attacked or which of a series of assets may be attacked.18 It 
does not, however, compare threat levels across multiple attack methods or types of 
weapons. This minimizes or can misrepresent the threat factor in risk calculation and 
can skew the analysis toward attacks for which there is no intelligence or other 
indication that terrorists have any interest in pursuing. Ultimately, this can lead to 
poor investment decisions that overlook mitigation strategies for more likely 
contingencies. 
 
Both the IC and the critical infrastructure protection community need to recognize the 
inherent difficulties in the strategic terrorism threat analysis process and work 
together to implement a realistic system for providing and safeguarding threat 
information. The communities need to take multiple approaches to the problem of 
using strategic intelligence for threat analysis and develop multiple tools to allow 
them to view threat from different perspectives. The critical infrastructure protection 
community must understand that strategic warning is more of a mystery than a 
puzzle, and that ambiguities will always remain. The IC needs to put a greater priority 
on communicating threat information in a way that enables better risk management. 
Only by sustained engagement with the critical infrastructure community will the IC 
fulfill its mandate for providing strategic warning that is both timely and credible. 
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The Meaning of Vulnerability in the Context of Critical 
Infrastructure Protection 
 
William L. McGill and Bilal M. Ayyub 
 
 
Abstract:  This paper explores the concept of vulnerability in the context of critical 
infrastructure protection with the intent to establish an operational definition that provides a 
basis for meaningful measurement.  Following a systematic consideration of the general 
elements of risk, it is observed that vulnerability as a notion provides a mapping between an 
initiating threat event and a resulting degree of loss.  In light of homeland security problems, 
a mathematical expression for overall vulnerability is developed that divides the notion into 
two categories – protection vulnerability that focuses on those aspects of a system  that 
influence the probability of damage or compromise given the occurrence of an initiating 
threat event (e.g., security system weaknesses, target accessibility, and fragility of targets), 
and response vulnerability that focuses on those aspects of a system that influence the 
probability of a specified degree of loss given damage or compromise (e.g., intrinsic 
resistance to loss and effectiveness of response and recovery capabilities).  An operational 
definition for overall vulnerability is then proposed based on the initial observations and 
insights gained from developing the mathematical expression; that is, overall vulnerability 
describes the degree to which a system is susceptible to realizing a specified degree of loss 
following the occurrence of an initiating threat event.  The paper concludes with a discussion 
of methods to assess the aggregate vulnerability of a system to a broader class of initiating 
threat types and offers a simple high-level procedure for implementing the developed ideas 
in an operational setting.  It is emphasized throughout this paper that any statement about 
vulnerability must always be in reference to a specified degree of loss resulting from a 
specified initiating threat event; if either the initiating threat event (i.e., cause) or resulting 
degree of loss (i.e., consequence) is missing, any statement of vulnerability is meaningless. 
 
 
1. INTRODUCTION 
 
What does the term vulnerability mean in the context of critical infrastructure 
protection?  Haimes (2004) defined the notion of vulnerability as follows: 
vulnerability is the manifestation of the inherent states of a system that renders it 
susceptible to damage or loss.  A system is taken in the general sense to be a group 
of regular interacting and interconnected items that form a unified whole (Ayyub and 
Klir 2006).  In a later publication, Haimes (2006) emphasized that vulnerability is a 
multidimensional concept best described by a suite of state variables that describe 
system weaknesses and how they interact to cause loss following a disruptive event.  
Numerous other researchers have explored the meaning of vulnerability in different 
contexts (e.g., Villagrán de León 2006; Hellström 2005; McEntire 2005; Agarwal et 
al. 2003; Paton and Johnson 2001; Weichselgartner 2001; Einarsson and Rausand 
1998), and the general consensus is that any aspect of a system that weakens its 
ability to survive in a disruptive or hostile environment contributes to its overall 
vulnerability.   
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It is widely accepted that vulnerability is an important component of risk analysis (see 
Aven 2007; Haimes 2006; Pinto et al. 2003).  As with vulnerability, risk is a 
multidimensional concept that describes the potential for loss associated with a 
disruptive event (Ayyub 2003) where, for a given event or scenario, the risk is the 
pairing of its probability of occurrence and the consequences given its occurrence 
(Kaplan and Garrick 1981).  It can be inferred from the notions of vulnerability and 
risk that the weaknesses present in a system contribute to its potential for loss 
following an adverse event.  Thus the quantification of risk necessarily requires 
meaningful ways to assess and measure vulnerability.   
 
Despite this apparently obvious observation, numerous methods in current use 
within the critical infrastructure protection community do not assess vulnerability as 
a primary variable in its broadest sense, but rather capture elements of vulnerability 
implicitly through the assessment of other parameters.  For example, in the Risk 
Analysis and Management for Critical Asset Protection (RAMCAP) methodology, the 
parameter “vulnerability” is equated to probability of adversary success, and other 
non-security related weaknesses are melded together under the heading of 
consequence assessment (Moore et al. 2007).  The marginalization of vulnerability to 
a security issue is common in many other qualitative and quantitative security risk 
assessment methods.  In contrast, many risk models for natural hazards identify 
vulnerability as the mapping from a state of damage to degree of loss, though in 
principle whether a system can be damaged in the first place is a question that 
should also fall under the heading of vulnerability assessment.  Though different 
methodologies are permitted to slice and dice their expressions for risk in different 
ways that are all equally valid, they are consistent in their use of inconsistent and 
usually narrow definitions and measures for vulnerability. 
 
Perhaps one reason for the apparent lack of an explicit definition for vulnerability in 
its broadest sense is the absence of an accepted understanding of what vulnerability 
tries to measure.  Recently, Ayyub et al. (2007) developed an extensive expression 
for asset and portfolio risk in an all-hazards context from which, after careful 
observation of all risk contributors, emerged a mathematical expression for 
vulnerability that appears to capture the multidimensional essence of vulnerability.  
According to the authors, this expression explicitly identifies the major contributors to 
vulnerability in terms of interventions that limit the scope of outcomes between 
cause and consequence.  This paper expands on the authors’ observation and seeks 
to define an operational definition for vulnerability that facilitates its measurement in 
support of risk assessments for critical infrastructure protection.   
 
To accomplish the objectives of this paper, section 2 provides an introduction to the 
basic philosophy of risk analysis and reasons how the notion of vulnerability fits 
within the overall picture of risk.  Section 3 provides a discussion and develops a 
mathematical expression for overall vulnerability that captures what this term means 
in its broadest sense.  Section 4 proposes an operational definition of vulnerability 
that supports structured vulnerability analysis, and offers a simplified expression and 
procedures for vulnerability assessment that could potentially improve how 
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vulnerability is interpreted and assessed in practical contexts.  Section 5 concludes 
with a summary of the key points in this paper. 
 
2. DEVELOPMENT OF THE RISK MODEL 
 
The prototypical expression for risk in the homeland security context is traditionally 
written as: 
 

eConsequencityVulnerabilThreatRisk × ×=  (1)  
 
where the total risk is the combination or Cartesian product of all relevant threat 
types, system weaknesses, and consequences resulting from when the damage-
inducing mechanisms associated with the threats interact with the vulnerabilities.  
Risk, as Eq. 1 would suggest, tells a series of stories of all that could go wrong from 
initiating threat event to final outcome, where the heart of these stories, that is, the 
vulnerabilities, describe those weaknesses that must interact to make this scenario 
true.  As a first step toward a quantitative expression for vulnerability, it would seem 
that vulnerability provides a mapping between the set of initiating threat events and 
the set of outcomes, such as is shown in Figure 1.  In this view, any statement of 
vulnerability to a given initiating threat event must always be in reference to some 
degree of loss or adverse outcome, whether descriptive, qualitative, or quantitative in 
nature.  Generic statements, such as “my vulnerability is high,” are inherently 
ambiguous unless they are associated with some particular consequence, if even 
expressed on an arbitrarily constructed or vaguely defined scale (e.g., “my 
vulnerability to significant consequences is high”). 
 
In their seminal paper, Kaplan and Garrick (1981) put forth a quantitative definition 
of risk that is derived from the answers to three fundamental risk questions: 
 

• What can go wrong? 
• How likely is it to go wrong? 
• What are the ensuing consequences? 

 
The first question establishes a complete set of risk scenarios in narrative form and 
provides the basis for evaluation and quantification.  As later elaborated by Kaplan et 
al. (2004), the level of specificity and detail chosen to articulate each scenario 
greatly affects how likelihood and consequence are assessed.  Given a set of all 
possible scenarios of a specified type, highly detailed scenarios are larger in number 
and require more analytical effort to ascertain and assess, but provide a high 
resolution account and understanding of total risk.  In contrast, less specific 
scenarios are fewer in number, but coincide with a greater uncertainty in the loss 
dimension to account for inexplicit variations in the nature and sequence of events 
between cause and consequence.  For example, consider the very specific scenario 
“a medium-sized car bomb attack occurring at the federal building in downtown at 
9:00am next Thursday.”  The details of this scenario permit a very good assessment 
of vulnerability to different degrees of loss given its occurrence, but completing the 
risk picture requires the decision maker to consider all variations that account for 
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different times, days, locations, delivery systems, and threat types.  A less specific 
version of this scenario is “an explosive attack occurring in the region sometime in 
the next year” is inclusive of all specific scenarios of the previous example, but as 
such it is difficult make an all-encompassing assessment of overall vulnerability due 
to the wide variations in circumstances.  Since vulnerability was defined to be a 
mapping from cause to consequence, it is thus important to construct scenarios that 
permit meaningful statements of vulnerability. 
 
 

 
 
Figure 1. Vulnerability as the mapping between initiating threat events (i.e., cause) to 
resulting degree of loss (i.e., consequence) 
 
 
Given a scenario, the risk, Rij, can be expressed mathematically as the triplet of a 
scenario, ei (i = 1, 2, . . . m), the probability of this scenario, pij, and consequence, cj (j 
= 1, 2, . . . n), as follows: 
 

jijiij cpeR ,,=  (2) 

 
The equation above defines the risk triplet (Kaplan and Garrick 1981), where the 
scenario provides a narrative of a situation, the consequence is a valuation on the 
final outcome resulting from this situation, and the probability measures the 
likelihood that scenario ei will lead to the consequence cj.  The total risk, R, is the set 
of all ordered triples, i.e., R = {Rij}.  The probability term, pij, in Eq. 2 is the joint 
probability of ei and cj, or: 
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( ) ( ) ( )iijjiij eeccep Pr|Pr,Pr ==  (3)  
 
where the operator Pr(.) defines the probability of the event contained in the 
parentheses.  The manner in which the probabilities in Eq. 3 are assessed depends 
on how the scenarios E (ei ∈ E) are articulated.  As an example, if the scenarios 
specify in detail a sequence of events from initiating threat event to final outcome, 
then Pr(ei) must consider the probability of each branch in an event tree defining the 
sequence, and Pr(cj | ei) defines a probability distribution over the space of 
consequences C (cj ⊆ C, where cj can be a range or interval over a finite set or single 
value among a discrete set) according to how the final outcome is valued by the 
decision maker in light of the residual uncertainties.  In contrast, if the scenarios 
merely articulate an initiating threat event occurring at a specified location, then 
Pr(ei) gives the probability of this initiating threat event occurring in a specified 
timeframe, and Pr(cj | ei) defines a probability distribution over C that accounts for 
the all the variations in subsequent events that lead to similar consequences.  In this 
latter view, Pr(cj | ei) gives the probability that an initiating threat event, ei, will lead to 
a consequence, cj, or more generically, gives the probability that ei will map to cj.  It 
can be said that this probability is a measure of vulnerability with respect to 
consequence cj due to initiating threat event ei, where Pr(cj | ei) = 1 if ei definitely 
leads to cj, Pr(cj | ei) = 0 if it is impossible for cj to result from ei, and 0 < Pr(cj | ei) < 
1 according to how likely ei will lead to cj. 
 
Building on the preceding discussion, the next section develops a mathematical 
expression for vulnerability based on the view that E defines a set of initiating threat 
events at a specified location where the probability, Pr(ei), is the probability that the 
initiating threat event will occur at this location in a specified time period, and C 
defines a set of consequences (finite or continuous) that could result from these 
initiating threat events where the vulnerability term Pr(cj | ei) gives the probability 
that ei will result in consequence cj.  For simplicity and ease of explanation, all 
probability distributions are represented in discrete form, though in practice many of 
these distributions may be continuous. 
 
3. OVERALL VULNERABILITY ASSESSMENT 
 
As described in section 2, the overall vulnerability of an individual decision maker to 
a given consequence, cj, due to the occurrence of an initiating threat event, ei, can be 
viewed as the probability that ei leads to cj, or Pr(cj | ei).  Despite its apparent 
simplicity, there is richness to this expression that should not be underestimated.  
Given the occurrence of an initiating threat event, the assessment of overall 
vulnerability requires a thorough consideration of all intermediate interventions, 
whether active, passive, deliberate, or unintentional, between cause and 
consequence.  In the case where there are no interventions, such as a naked man 
standing in a remote open field during a lightning storm, vulnerability assessment is 
easy: given that an intense bolt of lightning aims for this man, there is nothing to stop 
it from striking, nothing on the man to minimize its effects, nor are there first 
responders nearby to treat the man once zapped.  Thus, the man’s probability of 
realizing the consequence cj = “immediate death” given that ei = “the man is struck 
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by lightning” is high, perhaps around 0.9 (the residual probability of 0.1 is allocated 
toward the complementary event “not immediate death,” which includes the 
consequences “delayed death” and “survival” with or without injury). 
 
Most practical situations encountered by critical infrastructure protection 
practitioners are much more complicated than the “man in the field” scenario.  Often, 
there are numerous interventions in place that seek to prevent a certain degree of 
loss following the occurrence of an initiating threat event, such as measures to 
harden critical assets against the damage-inducing effects of various threats, 
redundancies that limit cascading effects, response and recovery measures that 
seek to mitigate potential loss after an event, and measures to detect, respond to, 
and defeat adversaries in the case of malicious attacks.  The event tree shown in 
Figure 2 illustrates a high-level sequence of interventions that seek to limit loss 
following an initiating threat event (shown for a malicious attack).  A quick 
observation of this event tree suggests that the vulnerability to a given degree of loss 
with respect to an initiating threat event requires all intermediate interventions 
between cause and consequence to fail.  In this context, the interventions behave in 
a manner consistent with a parallel systems reliability model (Modarres et al. 1999), 
where success of just one intervention prevents the specified degree of loss.  
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Figure 2. Sequence of interventions between initiating threat event to resulting degree of loss 
 
Upon observation of Figure 2, one can divide the scope of overall vulnerability into 
two categories: protection vulnerabilities and response vulnerabilities.  This division 
is similar to the categorical make-up of the DHS Target Capabilities List for dealing 
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with the effects of an initiating threat event (Department of Homeland Security 
2006).  Protection vulnerabilities include all weaknesses between the initiation of an 
adverse threat event and exposure of the targets to its damage-inducing 
mechanisms.  Interventions to mitigate protection vulnerabilities include 
countermeasures that decrease the probability of adversary success and deny 
access to critical targets, and measures that improve hardness (or lessen the 
fragility) of potential targets with respect to the damage-inducing mechanisms of the 
threat.  Response vulnerabilities include all deficiencies that serve to exacerbate the 
loss given damage of the targets.  Interventions to mitigate response vulnerabilities 
include emergency response capabilities and measures that quickly reconstitute 
lifeline services following disruption.  The following sections describe contributors to 
the overall vulnerability from each of these two categories, and develop 
mathematical expressions for protection vulnerability, response vulnerability, and 
overall vulnerability that facilitates its quantification for use in quantitative risk 
assessment. 
 
3.1. Protection Vulnerability 
 
The category protection vulnerabilities considers all contributors to overall 
vulnerability between the initiating threat event and damage of targets.  That is, given 
the occurrence of an initiating threat event, protection vulnerability measures the 
probability of suffering a specified level of damage, whether in terms of damage or 
compromise of affected elements or size of an exposed human population.  If 
damage cannot be reliably prevented following an initiating threat event, a target is 
vulnerable unless the system compensates with suitable strategies to control the 
ensuing losses.  According to the event tree in Figure 2, a simple mathematical 
expression for protection vulnerability, ( )kiP deV , , to a specified level of damage, dk ∈ 
D, where D is a set of damage states, can be obtained as follows: 
 
 ( ) ( ) ( ) ( )ikiikiP eSKdeSKeSdeV ,,|Pr,|Pr|Pr, =  (4) 
 
where Pr(S | ei) is the probability of adversary success given the occurrence of the 
initiating threat event, Pr(K | S,ei) is the probability that the target will be exposed to 
the damage-inducing mechanisms of the threat given adversary success, and Pr(dk | 
K,S,ei) is the probability of damage given exposure of the target.  According to this 
equation, an adversary must defeat a defender’s protective measures, successfully 
execute the damage-inducing mechanisms of the attack, and then damage or 
compromise the target at a specified level, dk, to achieve success.  Equation 4 
assumes that failure of the attacker to overcome the security system OR failure of 
the attacker to successfully execute his attack given the opportunity OR failure of the 
attack to cause damage dk will result in no loss.  Expressed in terms of favorable 
defender characteristics, Eq. 4 can be rewritten as: 
 
 ( ) ( )( ) ( )( ) ( )( )kiHiKiSkiP deIeIeIdeV ,111, −−−=  (5) 
 
where IS(ei) = 1 – Pr(S | ei) is the effectiveness of security system interventions with 
respect to initiating threat event ei, IK(ei) = 1 – Pr(K | S,ei) is the effectiveness of 
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interventions (intrinsic and extrinsic) that seek to deny execution of the attack 
against the specified target according to ei given defeat of the defender force, and 
IH(ei, dk) = 1 – Pr(dk | K,S,ei) measures the effectiveness of hardness interventions 
(intrinsic and extrinsic) of the target that minimize the ability to achieve damage state 
dk given exposure to the damage-inducing mechanisms associated with ei.  Based on 
Eqs. 4 and 5, the three primary dimensions of protection vulnerability are security 
system weaknesses, target accessibility, and fragility of target elements.  In the 
event of no security, complete target accessibility, and fragile targets, IS = IK = IH = 0 
and VP = 1. 
 
Note that for natural hazards, IS = 0 and IK = 0 since at the present time few feasible 
interventions are available to stop natural events once they are initiated.  According 
to these simplifications, Eq. 5 can be rewritten for natural hazards as: 
 

( ) ( ( ))kiHkiP deIdeV ,1, −=  (6)  
 
A discussion of each dimension of protection vulnerability is provided in the following 
sections. 
 
3.1.1. Security System Weaknesses 
 
In order to minimize the probability of adversary success, the defender force must 
possess capabilities to effectively detect, engage, and neutralize determined 
adversaries considering a full spectrum of possible threat types and attack profiles.  
For a given malicious initiating threat event type (e.g., explosive attack), an attack 
profile is the pairing of a delivery mode (e.g., car) with a relevant intrusion path (e.g., 
via rear access road) (McGill et al. 2007).  Security system effectiveness is based on 
the weakest link model – failure to detect, engage, or defeat a potential adversary 
maximizes the potential for adversary success (Hicks et al. 1987), such as would be 
the case in the absence of effective protective measures.  Furthermore, as with most 
technological systems, the reliability of a security system, in general, is a function of 
hardware, software, and human elements, all of which are intertwined in complex 
ways.  Security is thus a complex function of characteristics associated with the 
asset, defender, adversary, and the situation at hand (Manunta 1999). 
 
3.1.1.1. Detection 
 
Detection requires capabilities to sense the environment, recognize whether an 
attack is taking place, and annunciate these observations to a decision maker (e.g., 
watch guard) for action.  For example, a security system comprised of a CCTV system 
equipped with intrusion detection software, trained watch personnel, and effective 
alert policies possesses the required elements of an effective detection capability.  
Similarly, a team of guards standing visual watch over a well-lit, security-friendly 
environment (Crowe 1991) also possesses the ability to sense, recognize, and 
annunciate attacks, even if not complemented by security technology. 
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Detection measures come in two types – static (demand-based) measures and active 
(time-dependent) measures.  The performance of a static detection measure can be 
specified as the probability of detection that is a function of threat type and 
adversary capability.  For example, the probability of detection for a trip wire depends 
on adversary awareness of this device and ability of the adversary to overcome this 
measure, whether deliberately or by accident.  In contrast, a key measure of 
effectiveness of active detection measures could be the mean time to detect a given 
type of adversary and threat type; the value of this parameter is affected by the 
choice of detection elements and degree of implementation, to include policies, 
procedures, personnel training, and predictability. 
 
3.1.1.2. Engagement 
 
Engagement requires that the security system delay determined adversaries long 
enough for defenders to respond and engage the adversary.  Delay measures include 
the distance between the boundary of the protected perimeter of an asset and the 
target element, as well as any physical barriers along the way such as gates, fences, 
moats, and bollards.  A key measure of effectiveness for delay measures is time to 
defeat, which can be conservatively specified as a minimum value or characterized 
by the mean and coefficient of variation of a probability distribution.  For example, 
the effectiveness of security doors is specified by the minimum time required to 
overcome the barrier to entry (e.g., a two-minute door).  Response measures include 
suitable numbers and proper placement of guard forces or other response vehicles 
so as to minimize the defender response time.  Engagement is achieved if the 
defender response time is sufficiently shorter than the time remaining for the 
adversary to execute an attack once detected. 
 
3.1.1.3. Neutralization 
 
Neutralization requires that defenders possess the ability to defeat determined 
adversaries once engaged.  When viewed from a stress-strength point of view, 
neutralization occurs when the “strength” of the defender force exceeds the “stress” 
imposed on it by the adversaries.  The strength of a defender force largely depends 
on the capabilities of security guards, which consider the size of the security force, 
available weapons, quality of training, and complex organizational factors such as 
morale (see Apostolakis 2004; Bunn 2004; Carroll 2004; Sagan 2004; Westrum 
2004).  Human reliability analysis (HRA) techniques can be used to estimate the 
probability of neutralization, such as by establishing a baseline probability of 
neutralization that is then modified according to the states of various adversary 
performance influencing factors or performance shaping factors such as skill, 
number of adversaries, and determination (see Chen and Mosleh 2007). 
 
3.1.2. Target Accessibility 
 
Given failure of the security system to successfully prevent the execution of an 
attack, adversary success still requires that the attacker successfully accesses and 
successfully imparts its load on the target.  In many cases, access to the target is 
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assured in the absence or failure of a security system, thus leaving to chance 
whether the attack will go off as intended (e.g., a “dud” explosive).  However, in some 
cases, such as a physically-enforced standoff attack, target access depends on the 
size of the target with respect to standoff distance.  From a given distance, a small 
target is more difficult to hit than larger target.  A cyber analog is access to an air-
gapped SCADA system via the Internet: in this situation, access is denied since the 
chosen intrusion path cannot lead to the desired target. 
 
3.1.3. Target Fragility 
 
Fragility or hardness is a physical property of target elements that is tied to the 
degree of damage resulting from exposure to a hazard of specified intensity (Woo 
1999).  The performance of target elements under the load imparted by a given 
hazard or threat type is typically measured in terms of a fragility curve that specifies 
the probability of realizing a certain state of damage as a function of intensity (e.g., 
Ellingwood 2001).  For populations of humans exposed to biological or chemical 
hazards, such fragility curves are called dose-response curves (Kowalski 2002).  An 
element is said to be “hard” with respect to a given threat type if the probability of 
damage is low relative to the range of possible intensities.  Conversely, an asset is 
said to be “fragile” if small intensities lead to significant damage.  The hardness of an 
asset or system element can only be improved through engineering (e.g., blast 
retrofitting). 
 
3.2. Response Vulnerability 
 
The category response vulnerabilities consists of all contributors to vulnerability that 
influence the degree of loss that would be realized given that specified initiating 
threat event ei resulted in damage state dk.  That is, response vulnerability measures 
the probability of a specified consequence or outcome associated with a given 
damage state.  If loss cannot be effectively controlled, then the asset is vulnerable 
unless this deficiency is compensated for by effective protective measures that 
minimize probability of adversary success.  According to the event tree in Figure 2, a 
simple mathematical expression for response vulnerability, VR(cj, dk), for a given 
degree of loss, cj, resulting from damage state dk can be expressed as: 
 
 ( ) ( ) ( )∑=

m
kmPmPkR dcccdcV |Pr|Pr, ,,  (7) 

 
where Pr(cP,m | dk) is the probability that a loss, cP,m, could result from damage state 
dk (which is a measure of the intrinsic resistance of the target systems to loss), Pr(cj | 
cP,m) is the probability that the actual loss is cj in light of the effectiveness of 
response and recovery capabilities given that the unmitigated loss was cP,m, and the 
summation is taken over all m states of unmitigated loss.  Eq. 7 assumes that the 
response vulnerabilities are assessed independently of the scenario that initiated 
damage state dk, which may be true for the “crisp” consequence dimensions such as 
direct economic damage and number of fatalities, but less true for the “softer,” less 
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ascertainable dimensions such as psychological impact.  Expressed in terms of 
favorable defender characteristics, Eq. 7 can be rewritten as: 
 

( ) ( ( ))( ( ))∑ −−=
m

kmPImPjRkjR dcIccIdcV ,1,1, ,,  (8)  

 
Based on Eq. 8, the two dimensions of response vulnerability are intrinsic 
susceptibility of a system to loss following damage and the effectiveness of response 
and recovery capabilities. 
 
3.2.1. Intrinsic Vulnerability 
 
Given some level of damage associated with a target element, the ensuing loss 
depends on the intrinsic vulnerability to loss that accounts for the value of the target, 
and the physical, geographical, cyber, and logical connectedness (Rinaldi et al. 2001) 
of the target element with respect to a larger system defined by the needs and 
concerns of a specific decision maker, such as an asset owner, regulating agency, or 
regional policymaker.  For example, damage to a redundant component of a power 
plant might be significant from an asset owner’s perspective since the component 
must be repaired or replaced, but may be inconsequential for those responsible for 
the regional energy grid if the system is able to meet consumer demands.  Intrinsic 
vulnerability is measured as the probability of realizing a specified degree of loss 
following damage in the absence of post-event mitigation measures, and as such 
depends on the definition of the system and its interdependencies, the context in 
which it is viewed, and consequence dimensions considered. 
 
3.2.2. Response and Recovery 
 
The loss following the occurrence of an adverse event can be tempered with 
measures to respond to and recover from an event.  Response measures seek to 
quickly contain immediate loss, such as responding to a mass casualty or mass 
exposure incident with effective triage and treatment capabilities.  For example, 
measures to enhance disaster preparedness fall under this category (e.g., community 
planning, establishing evacuation routes) (McGill 1957).  Recovery measures seek to 
restore an affected asset or system to its pre-incident condition, such as by reducing 
the duration of accumulating losses.  The effectiveness of response and recovery is 
measured as probability of realizing a specified degree of loss given a prescribed loss 
potential in the mitigated state. 
 
3.3. Overall Vulnerability 
 
Given the expressions for protection vulnerability, VP, and response vulnerability, VR, 
the overall vulnerability, VT, of a target to a given degree of loss, L, resulting from 
initiating threat event ei can be expressed as: 
 
 ( ) ( ) ( )∑=

k
kjRkiPijT dcVdeVecV ,,,  (9) 
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Using the expressions for VP in Eq. 5 and VR in Eq. 8, overall vulnerability can be 
expressed in expanded form as: 
 

( ) ( )( ) ( )( ) ( )( )( ( ))( ( ))∑∑ −−−−−=
k m

kmPImPjRkiHiKiSijT dcIccIdeIeIeIecV ,1,1,111, ,,  (10) 

 
where the summation is taken over all possible damage states k.  Equation 10 
permits statements about the vulnerability of a system to a specified degree of loss 
resulting from a specified initiating threat event.  For example, a team of analysts and 
engineers can employ Eq. 10 to assess the overall vulnerability of a company to 100 
or more fatalities following a truck bomb attack in an underground parking structure.  
To make statements about overall vulnerability of the company to 100 or more 
fatalities resulting from an explosive or malicious attack in general (considering all 
delivery modes, targets, and intrusion paths) requires an aggregation of the overall 
vulnerability for each individual attack profile and initiating threat event considered.   
 
3.4. Aggregate Vulnerability 
 
Given a set of initiating threat events, ei, belonging to a class of threat types, E (ei ∈ 
E), (such as explosive attacks, malicious attacks, or natural hazards), the aggregate 
vulnerability, VA, of the system to a degree of loss, cj, can be obtained as:  
 

( ) ( ) ( )∑=
i

iijTjA EeecVEcV |Pr,|  (11)  

 
where Pr(ei | E) is the conditional probability of ei given the occurrence of E, and the 
summation is taken over all initiating threat events i belonging to E.  In the case of 
natural hazard events, such as tropical cyclones, application of Eq. 11 is relatively 
straightforward, where E = {Tropical Depression, Tropical Storm, Cat 1, Cat 2, . . . Cat 
5} if one chooses to partition the set of initiating threat events according to the Saffir-
Simpson scale (Woo 1999).  More complicated are malicious attacks, where the 
probability of an initiating threat event depends on the relative attractiveness of the 
scenario with respect to other options considered by the adversary.  In general, 
malicious threats are intelligent, innovative, and adaptive, and assessing the 
probability of a malicious initiating threat event thus requires consideration of 
intents, motivations, creativity, capabilities, and overall awareness of potential 
targets, threat types, and scenarios. 
 
One approach to assessing the relative probability of malicious initiating threat 
events is the proportional attractiveness method initially described by McGill et al. 
(2007), where it is assumed that the probability of attack for a given initiating threat 
event is proportional to the expected utility of ei, UP(ei), as perceived by the adversary 
weighted by the visibility of the target or threat type, Pr(P | ei), or: 
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( ) ( )
( ) ( )( )

∑
=

j
jPj

iPi
i eUeP

eUePEe
|Pr

|Pr|Pr

( )

 (12) 

 
where the summation in the denominator is taken over all initiating threat events 
belonging to E.  According to Eq. 12, any change in the perceived utility of an 
initiating threat event, such as would be due to the implementation of new 
interventions that limit loss or probability of adversary success, will update (perhaps 
decrease) the probability of occurrence with respect to the other initiating threat 
events considered.  The perceived utility term, UP, in Eq. 12 can be expressed as: 
 

( ( ) )0,1max ****
iiiiiiP CSLSGeU −−−=

*
iG *

iL
*
iS *

iC

*  (13) 
 
where  is the perceived benefit or gain from success,  is the perceived loss from 

failure,  is the perceived probability of success, and  is the perceived cost of 
resources to plan and execute (the asterisk is used to denote variables dependent on 
adversary perceptions).  The max function in Eq. 13 is used to exclude those initiating 
threat events with a negative perceived expected utility.   
 
According to the forms of Eqs. 12 and 13, the conditional probability of an initiating 
threat event depends on an adversary’s awareness of potential targets and 
perceptions of gain, loss, probability of success, and cost.  In light of the expression 
for aggregate vulnerability in Eq. 11, the aggregate vulnerability for malicious attacks 
depends on adversary awareness and perceptions, which can be influenced by 
interventions that limit visibility and enhance deterrence.  These considerations in 
the context of aggregate vulnerability are described in the following sections. 
 
3.4.1. Visibility 
 
As can be seen from Eq. 12, the visibility of asset or system elements and intrusion 
paths has a significant effect on aggregate vulnerability.  If an element or intrusion 
path is not visible to an adversary, then the associated initiating threat events would 
not be considered.  Visibility depends on the amount of information available to the 
adversary to assist in attack planning, such as information gained through 
surveillance and reconnaissance or from open sources (Baker et al. 2004; 
Pluchinsky 2002).  Strategies to minimize visibility serve to decrease aggregate 
vulnerability; however, difficulties in assessing what is truly visible to a potential 
adversary make this contributor hard to measure.  A conservative approach to 
vulnerability assessment is to assume all assets, elements, and intrusion paths are 
visible to the adversary (i.e., probability of adversary awareness is one); any 
additional measures to limit visibility provide a bonus, though largely unassessed, 
improvement to aggregate vulnerability. 
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3.4.2. Perceived Attractiveness 
 
As noted by Fuqua and Wilson (1977), deterrence affects the psyche of the 
adversary, and thus has influence only over the choice of whether to attack and 
which attack profile to choose.  In general, all visible interventions and 
countermeasures have some deterrence value.  The addition of deterrence measures 
designed solely for influencing adversary perceptions has the positive effect of 
moving adversary attention away from less protected elements and intrusion paths, 
and thus decreases aggregate vulnerability.  While having no bearing on the actual 
performance of an asset under the stress imposed by an adversary, measures such 
as fake cameras, decoy guards, signage, and mock targets serve to decrease 
vulnerability by creating the appearance of tight security or by creating undesirable 
attack options.  As with visibility, however, the difficulty in assessing the perceptions 
of potential adversaries is difficult at best, and thus aggregate vulnerability should be 
conservatively assessed under the assumption of perfect adversary knowledge of the 
all critical elements, their loss potential, and the existence and effectiveness of 
interventions (i.e., the “mirror-imaging” assumption per McGill et al. (2007)). 
 
3.5. Observations on Aggregate Vulnerability 
 
For classes of natural hazards events where, in general, there is an inverse 
relationship between relative probability of occurrence and intensity, the higher 
vulnerability to loss at higher intensities is compensated by the fact that the 
probability of the event’s occurrence is smaller.  From Eq. 11, it can be observed 
from the inverse relationship between probability and intensity that VT(cj | E) ≥ VA(cj, 
ei) for all ei ∈ E since VA(cj, e2) ≥ VA(cj, e1) when Pr(e2 | E) ≤ Pr(e1 | E).  That is, for 
natural hazards, the aggregate vulnerability of a system to a specified degree of loss 
for a given class of initiating threat events is always greater than or equal to the 
overall vulnerability to the same degree of loss resulting from a single initiating threat 
event from this class. 
 
This same argument does not necessarily hold for classes of malicious initiating 
threat events.  In particular, according to the weighted attractiveness method for 
assessing the probability of an initiating threat event, the total mass of probability is 
biased toward those initiating threat events that are more attractive to the adversary 
from the standpoint of perceived expected utility.  Under the conservative “mirror-
imaging” assumption that assumes the adversary has perfect knowledge of system 
vulnerability, there exists a direct relationship between overall vulnerability and 
relative probability of occurrence for a given initiating threat event.  That is, the more 
vulnerable a system is to a given initiating threat, the more likely the initiating threat 
event is to occur.  Though in most circumstances this assumption is conservative, the 
fact that knowledge of adversary perceptions, motivations, capabilities, etc. is 
inherently limited justifies its use from a risk practitioner’s point of view.  
Unfortunately, the implications of this assumption is that a high overall vulnerability 
to loss from just one initiating threat event among a class of events dominates the 
aggregate vulnerability, whereas for natural hazards this would not necessarily be the 
case. 
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4. TOWARD AN OPERATIONAL DEFINITION OF OVERALL VULNERABILITY 
 
4.1. Vulnerability as a Notion 
 
The purpose of the discussion to this point was to provide the background needed to 
establish an operational definition for the term overall vulnerability by parsing out all 
contributors to vulnerability from a developed expression for risk in the context of 
critical infrastructure protection.  An operational definition for a concept or idea is 
one that facilitates the construction of meaningful measures of magnitude.  Based 
on this discussion, the following operational definition of vulnerability is proposed: 
 

Definition: Overall vulnerability is a multidimensional property of a 
system that describes the degree to which it is susceptible to realizing 
a specified degree of loss following the occurrence of an initiating 
threat event.  Overall vulnerability consists of both protection 
vulnerabilities and response vulnerabilities.  Protection vulnerability 
describes the probability of realizing damage following an initiating 
threat event, and considers the fragility of critical elements, target 
accessibility, and security system weaknesses.  Response vulnerability 
describes the probability of realizing loss given damage considering 
the intrinsic susceptibilities of the target system to loss and the 
availability of response and recovery measures.  Aggregate 
vulnerability is the sum of the overall vulnerability for a variety of 
alternative initiating threat events weighted according to their relative 
probability of occurrence which, in the case of malicious initiating 
threat events, can be influenced by visibility and attractiveness. 

 
According to this definition, vulnerability can be alleviated through the 
implementation of suitable measures and interventions that minimize visibility, 
attractiveness, probability of adversary success, probability of damage given success, 
and susceptibility to loss given damage. 
 
4.2. Vulnerability as a Measure 
 
As developed in section 3, the overall vulnerability, VT(cj, ei), of a system to a 
specified degree of loss, cj, resulting from a specified initiating threat event, ei, is 
equal to the probability of this degree of loss given the occurrence of this initiating 
threat event, or: 
 
 ( ) ( )ijijT ececV |Pr, =  (14) 
 
In light of the interventions between cause or initiating threat event ei and 
consequence cj, such as protective measures and response and recovery measures, 
Eq. 10 provides an expanded expression for vulnerability considering multiple 
damage states.   
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For the simplified case of one adverse damage state, D (such as would correspond to 
“unacceptable damage”), and one state of loss, C (such as would correspond to 
“unacceptable loss”), the expressions for protection vulnerability, VP, response 
vulnerability, VR, and overall vulnerability, VT, with respect to initiating threat event ei 
can be restated in simplified form as: 
 

( ) ( )( ) ( )( ) ( )( )DeIeIeIDeV iHiKiSiP ,111, −−−= , (15) 
 

( ) ( ( ))( ( ))DCICCIDCV IRR ,1,1, − −= , and (16)  
 

( ) ( ) ( )
( )( )( )( )( )IRHKS

RiPiT

IIIII
DCVDeVeCV

−−−−−=
=

11111
,,,

 (17)  

 
Observe that under the assumption of single states of damage and loss, the 
expression for overall vulnerability for a given initiating threat event assumes the 
form of a parallel system model in terms of interventions.  That is, the presence of a 
single perfectly effective intervention (i.e., equal to one) renders the entire system 
invulnerable to unacceptable loss.  In contrast, all interventions must be absent (i.e., 
equal to zero) to render the system completely vulnerable.  The form of Eq. 17 
suggests that the absence of any given intervention (e.g., no security system) can be 
compensated for by the implementation of interventions in other areas (e.g., 
hardened assets). 
 
In terms of the simplified expression for overall vulnerability in Eq. 17, aggregate 
vulnerability assuming single states of damage and loss can be written as: 
 
 ( ) ( ) ( )∑=

i
iiTA EeeCVECV |Pr,|  (18) 

 
where the summation is taken over all initiating threat events i belonging to E.  
Equation 18 suggests that the magnitude of the aggregate vulnerability to loss C 
depends on both the overall vulnerability to specific initiating threat event E and its 
relative probability of occurrence.  As described in section 3.4., for classes of 
malicious initiating threat events, the aggregate vulnerability term in Eq. 18 is directly 
related to overall vulnerability, and thus Eq. 18 serves to bias aggregate vulnerability 
towards those initiating threat events having a higher overall vulnerability.  In 
contrast, for classes of natural hazard events, it is generally assumed that the 
probability of an initiating threat event is inversely related to intensity, and thus 
inversely related to overall vulnerability.  That is, unlike for malicious events, the high 
overall vulnerability to high intensity natural hazard events is compensated for by a 
decreased probability of occurrence. 
 
4.3. Making Statements about Overall Vulnerability 
 
As often emphasized throughout this paper, any statement about the overall 
vulnerability of a system must be in reference to a clearly defined initiating threat 
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event and some degree of loss, whether this degree of loss has a clear extension 
with clear intension (e.g., a specific value such as $10,000), clear extension with 
vague intension (e.g., a range or interval of values, such as >100 fatalities), or clear 
intension with vague extension (e.g., a linguistic value for loss such as “high”).  If 
either the initiating threat event (i.e., cause) or the degree of loss (i.e., consequence) 
is absent, any statement about vulnerability is meaningless.  This can also be seen 
from the mathematical expressions for vulnerability developed in section 3 and 
restated early in section 4 – no assessment of vulnerability can be made without 
values for the input arguments ei and cj.  Again, it is meaningless to say “my 
vulnerability is high” unless this statement is further qualified by a degree of loss and 
an initiating threat event (e.g., “my vulnerability to death from a lightning strike is 
high”). 
 
Furthermore, the mathematical expressions for overall vulnerability and aggregate 
vulnerability developed in previous sections do not necessarily insist on the use of 
probabilities or numbers for the model parameters.  In the most general sense, these 
expressions rather only insist on the logical relationship between the interventions 
assessed as inputs and the overall vulnerability as an output (e.g., the “parallel 
systems” structure under the assumptions of single states of damage and loss).  
Thus, given a proper question about vulnerability that includes both an initiating 
threat event and consequence of concern (e.g., “what is my overall vulnerability to 
death if I am struck by lightning?”), it is admissible to make linguistic assessments 
regarding the effectiveness of interventions and overall vulnerability (e.g., “high,” 
“medium,” and “low”) so long as the underlying structural relationship between the 
inputs and output remains intact.   
 
4.4. Assessing Overall Vulnerability 
 
The expression for overall vulnerability in Eq. 14 not only provides a basis for 
establishing a measure for vulnerability, but the simplified expressions for overall 
vulnerability in Eq. 17 and aggregate vulnerability in Eq. 18 provide a basis for 
assessing vulnerability.  A high-level process for assessing the overall vulnerability of 
an asset or system is outlined in Figure 3.  According to Eq. 18, the assessment of 
aggregate vulnerability requires a thorough consideration of all initiating threat 
events belonging to a given class of events, such as natural hazards or malicious 
attacks.  For example, if explosive threats to a downtown office building are of 
concern, an exhaustive set of disjoint initiating threat events that consider variations 
in delivery systems (e.g., truck, hand emplaced, or aerial vehicle) and intrusion paths 
(e.g., via rear access road, via main entrance, or via air) against key asset elements 
(e.g., people, main building, or backup generator) would be considered.  McGill et al. 
(2007) provides additional guidance on constructing attack profiles for a given threat 
type that are relevant to an asset or system.  For classes of natural hazard events, 
one could partition the set of initiating threat events according to established 
intensity scales, such as the Saffir-Simpson scale for tropical cyclones, Richter scale 
for earthquakes, or Fujita scale for tornadoes. 
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Figure 3. Process for overall vulnerability assessment 
 
Given a complete set of initiating threat events, the overall vulnerability to loss 
resulting from each initiating threat event is assessed by considering the 
effectiveness of existing interventions for reducing protection vulnerability and 
response vulnerability in light of the intensity of the damage-inducing mechanisms 
associated with the threat.  More specifically, the effectiveness of interventions (both 
extrinsic and intrinsic) to improve security (IS), decrease target accessibility (IK), and 
enhance target hardness (IH) are assessed with respect to each initiating threat event 
to determine the corresponding probability of damage.  Independent of an initiating 
threat event, the effectiveness of interventions to improve intrinsic resistance to loss 
(II) and enhance response and recovery capabilities (IR) is considered to determine 
the probability of realizing a specified degree of loss given damage.  That is, the 
assessment of protection vulnerability considering IS, IK, and IH requires the analyst to 
specify a set of damage states, and the assessment of response vulnerability 
considering II and IR requires the analyst to specify a set of loss levels or ranges of 
interest.  If it can be assumed that loss is tied strictly to damage, then response 
vulnerability can be assessed independently of protection vulnerability. 
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5. CONCLUSIONS 
 
Acceptable results from any type of analysis must follow from an acceptable process 
(Reid 1992).  Accordingly, an acceptable process for vulnerability assessment 
requires an acceptable operational definition for vulnerability in order to make sense 
of information gathered during a vulnerability assessment and to provide meaningful 
measures of magnitude.  This paper provided such an operational definition for 
overall vulnerability that emerged from the systematic consideration of the elements 
of risk, which then provided a basis for establishing a mathematical expression for 
overall vulnerability to a specified degree of loss due to a specified initiating threat 
event.  Moreover, this paper emphasized that: 
 

• Overall vulnerability is a multidimensional concept that describes the degree 
to which a system is susceptible to a specified degree of loss resulting from a 
specified initiating threat event.  That is, overall vulnerability provides a 
mapping between initiating threat events and the resulting consequences, 
where the strength of this mapping provides a measure of vulnerability in 
terms of joint probability. 

• Overall vulnerability can be divided into two categories – protection 
vulnerabilities and response vulnerabilities. 

o Protection vulnerabilities influence the probability of damage for 
different damage states for a given initiating threat event.  
Interventions that seek to minimize the probability of damage include 
protective measures, measures that reduce target accessibility, and 
measures that improve the hardness of target elements. 

o Response vulnerabilities influence the probability of a specified type 
or degree of loss following damage, and are largely independent of the 
nature of the initiating threat event.  Interventions that seek to 
minimize the probability of loss include measures that improve the 
intrinsic resistance of the affected systems to loss and measures that 
enhance response and recovery capabilities. 

• Statements of overall vulnerability must always be in relation to a specified 
degree of loss resulting from a clearly articulated initiating threat event.  If 
either the initiating threat event (i.e., cause) or ensuing degree of loss (i.e., 
consequence) are missing from a statement about overall vulnerability, that 
statement is then meaningless. 

• Broader statements of aggregate vulnerability to a specified class of initiating 
threat events (e.g., malicious attacks or natural hazards) are obtained as the 
sum of the overall vulnerability to each individual threat event weighted by its 
probability of occurrence relative to other initiating threat events in the same 
class. 

o For natural hazards, it can be reasonably assumed that the probability 
of an initiating threat event is inversely related to its intensity.  
Therefore, the increased overall vulnerability to high intensity events is 
compensated by a decreased probability for that event, and thus the 
aggregate vulnerability is biased toward low intensity events. 
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o For malicious attacks, the weighted attractiveness method assumes 
that the probability of an initiating threat event is directly related to its 
intensity, and thus probability increases with increasing overall 
vulnerability for a given degree of loss.  In this case, the aggregate 
vulnerability is biased toward those events tied to or associated with 
the highest overall vulnerability.  Despite this, there exist options to 
decrease this relationship between vulnerability and probability of 
event, such as through measures that decrease visibility of the target, 
its assets, and intrusion paths and measures that increase the 
deterrence or decrease the attractiveness of the alternative initiating 
threat events. 

• If one assumes a single damage state (e.g., “unacceptable damage”) and a 
single state of loss (e.g., “unacceptable loss”), the expression for overall 
vulnerability with respect to a given initiating threat event assumes the form 
of a parallel system model.  That is, the existence of just one perfectly 
effective intervention renders a system invulnerable, whereas all 
interventions must be ineffective for the system to be completely vulnerable. 

 
It is hoped that this paper will inspire critical infrastructure protection researchers 
and practitioners to adopt the proposed definition and expressions for vulnerability 
as the basis for future vulnerability studies. 
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Vulnerability Assessment of Arizona’s Critical Infrastructure* 
 
Todd White, Samuel T. Ariaratnam, and Kraig Knutson 
 
 
Abstract:  A common theme currently echoed throughout the world is the evaluation, 
consideration, design, and application of protective systems in an attempt to mitigate the 
potential of a terrorist attack against targeted locations. Emerging intelligence data, risk and 
vulnerability analyses, use of environmental design standards, consideration of collateral 
damage, and existing protective design measures are among the various factors to consider 
when determining appropriate threat levels and developing a threat mitigation and terrorism 
prevention program. This paper describes the prevention system and current analytical-
based methodology used by the State of Arizona to conduct vulnerability assessments and 
the comprehensive terrorism prevention program that has been implemented to provide a 
solution to the all-hazards protection concept.  
 
 
1. DEFINITION OF PROBLEM AND PROJECT MISSION  
 
The original project mission was defined to organize a system to identify and evaluate 
assets within the State of Arizona relating to Critical Infrastructure, Emergency 
Support, Key Assets and locations that have been considered to have the potential of 
being targeted by individuals or organizations who wish to damage, disrupt or 
adversely effect the State’s economy, ability to function or to cause harm to persons 
who may occupy the targeted locations.  
 
The program goals were established as follows:  
 

• To coordinate Federal, State and Local resources into a statewide asset 
evaluation and protection system that combines resources from participating 
agencies into a cohesive program.  

 
• The system would be designed to include: Federal, State and Local Law 

Enforcement representatives, Fire Personnel, State Planners, National Guard 
representatives, Native Nations, Regional Government representatives and 
private corporate interests.  

 
Several existing systems and methodologies were examined and evaluated and 
found to be inadequate to address the total protection concepts proposed for the 
program. The efforts from the program participants were developed into a unique 
protection system that combines the efforts of various disciplines to create a 
balanced approach to protecting assets within a defined geographic area. The 
system consists of several components that will be discussed individually to illustrate 
the total evaluation and protection concept. The components supporting the program 
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to be discussed include: GABRIEL; PACES; The TVA Site Screening Process; and 
Design Review/ Design Standards Development. 
 
2. THE GABRIEL PROJECT  
 
The entire protection system is contained under one project umbrella that has been 
described as the Geospatial Antiterrorism Buffering, Response and Intervention 
system providing Education and Logistical support (GABRIEL). GABRIEL provides a 
flexible system to organize and combine the efforts from State and Local Law 
Enforcement representatives, Fire Personnel, State Planners, National Guard 
representatives and regional government representatives into a unified system to 
compile data and critical information on sites that are identified as potential targets 
of terrorism.  
 
The program promotes communication and training for individuals from private 
interests and governmental agencies in contemporary protective systems through a 
combined effort accomplished through design review, development of building 
design codes and continuing education programs. Local Universities provide 
assistance in professional development and encourage the efforts of technology 
based products developers capable of contributing to the program goals. This 
comprehensive all-hazard approach provides a system that addresses the entire 
range of potential concerns ranging from basic encroachments from the criminal 
element to incidents involving weapons of mass destruction to devastating natural 
events. Enhanced response preparation, training and matched protocols developed 
by program participants for terrorist events improve the capability of the same 
response elements when performing rescue and remediation functions.  
 
This system is managed through a central, state sponsored location that provides the 
platform to launch a series of programs that provide support, equipment and funding 
for terrorism prevention activities. The unified approach provides participants with 
the ability to combine resources, develop consistent methods and protocol that 
provides enhanced emergency response capability.  
 
There are five major components to GABRIEL that are supported by the data 
gathering and evaluation methodology (Figure 1). The information is maintained in a 
constant state of evolution to provide participants with current intelligence data and 
accurate assessments of identified resources.  
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Figure 1. Program Category Interdependence  
 
Figure 1 demonstrates the relationship of the five categories within the program as 
the information is acquired, developed and disseminated as a working product.  
 

• Assessment Teams: The Assessment Teams perform site assessments, 
acquire site plans, site data and identify the areas of greatest vulnerability at 
selected locations utilizing the PACES data system and TVA Site Screening 
Tools. The teams disseminate information to assist the Proactive Response 
Teams, Tactical Response Teams and the Building Familiarization Programs. 
Team members also contribute to the development of appropriate design 
standards and buildings codes that will further the mission of the program 
strategy.  

 
• Proactive Response Teams: Proactive Teams receive guidance and direction 

through information gathered by Assessment Teams and perform counter 
surveillance operations and proactive patrols at identified sites. Team 
members also receive training in threat identification, evidence acquisition, 
preservation and presentation.  

 
• Tactical Response Teams: Tactical Teams are trained and equipped to 

respond in the most effective and efficient manner to incidents involving acts 
of terrorism. The participants will be aided in their mission by technology 
based logistical support systems.  

 
• Professional Education Program: Provides participants with information 

pertaining to contemporary protective systems and methodology as well 
assisting Assessment Team Members with the development of applicable 
design standards and building codes.  
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• Building Familiarization Program: The information developed by the 
Assessment Teams is converted into a usable product for team members who 
conduct exercises and drills with Tactical Response Teams and Fire Personnel 
at targeted locations for improved coordination in response to incidents.  

 
3. PRIORITIZED ASSET CATEGORIZATION EVALUATION SYSTEM (PACES)  
 
The central data collection methodology and database where information is sorted, 
stored and digested by the assessment team members in the GABRIEL Program is 
referred to as PACES (Prioritized Asset Categorization and Evaluation System). This 
system was developed to provide a fluid method for categorizing and logically 
prioritizing assets within the designated planning area. In order to arrive at a system 
that provides an accurate threat picture it was necessary to devise methodology to 
apply emerging threat intelligence data.  
 
PACES was created to provide that fluid asset categorization and prioritization system 
for sorting and addressing potential threats, vulnerabilities and for predicting the 
targeting of sites deemed as possible objects of terrorism or by encroachments from 
the criminal element. The system provides a method to analyze and apply emerging 
threats into the evaluation formula in order to provide current and pertinent 
intelligence data into the system to provide the most accurate image of current 
conditions and potential threats. The Emerging Threat Indicator (ETI) component of 
the system, illustrated in Figure 2, allows the data to be evaluated and affected daily 
as current intelligence information is fed into the database. This provides the most 
accurate information available that results in a reactive categorization of assets 
reflecting local and world events that change the nature or source of identified 
threats.  

 

 
 

Figure 2. Emerging Threat Indicators  
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3.1 PACES Classification of Data and Sorting Tools  
 
Basic office software is utilized to form a simple data organization system that is 
comprised of worksheets combined into a workbook to sort and filter the data into 
categories. The system has been designed to insure compatibility with the two 
commonly accepted systems that are currently being used and supported by the U.S. 
Office of Homeland Security’s Office of Domestic Preparedness (ODP). The two 
accepted systems of categorizing and storing site data: The Homeland Security 
Critical Asset Management System (HLS CAM); and the Automated Asset 
Management System (ACAMS) utilize two separate scoring systems to evaluate and 
identify points of concern at selected sites. HLS CAM uses the CARVER system 
scoring system while ACAMS uses the MSHARRPP + V system. The PACES System 
caries this concept further by applying both scoring methodology to insure that the 
maximum amount of effort has been directed at identifying the considerations that 
may compel or motivate potential attackers. An enhanced version of the HLS CAM 
system, CARVER STEPS, provides eleven factors for consideration while MSHARRPP + 
V utilizes nine criteria for evaluation. The sites are scored individually on both 
systems after having been divided into Tiers or Sector (defined by the nature of the 
site function). Population data is also a factor in evaluating the potential area of 
effect of the sites and is applied to the system by the RAP (Relative Associated 
Population) formula. Figure 3 illustrates the relative associated population 
comparison.  

 

 
 

Figure 3. Relative Associated Population Comparison  
 
The system has been designed to support and direct resources managed in order to 
provide a comprehensive protection plan addressing the all-hazard approach to 
threat mitigation to insure that adequate response planning is accomplished for the 
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broadest spectrum of potential events. PACES provides for a flexible system to 
organize and combine information gathered through the efforts of the Assessment 
Teams comprised of Law Enforcement representatives, Fire Personnel, State 
Planners, National Guard representatives and regional government representatives 
into a unified system. The concepts promoted through the implementation of these 
programs are designed to allow for the integration of software and the inclusion of 
information systems that have been promoted by the U.S. Office of Homeland 
Security. 
 
4. THREAT AND VULNERABILITY ASSESSMENT (TVA) SCREENING TOOLS  
 
The TVA Screening Tools were created in a simple format to provide site evaluation 
teams with a methodology to quickly identify the problematic areas. By using this 
layered screening process, an evaluator may quickly assess the most likely source of 
threat and the greatest vulnerabilities at the selected location. There are three layers 
that are utilized for this aspect of the site evaluation process. 
 
The forms are basically a series of screening tools that allow a progressive narrowing 
of focus for the evaluator or assessment teams. The layers are placed in a four page 
Excel workbook with a summary sheet that allows for a quick comparison of the three 
scores derived from the three layers of evaluation. The first layer addresses basic site 
design issues. The second layer addresses site vulnerabilities to threats from 
criminal acts. The third layer becomes a bit more complex and focused on site 
vulnerabilities to threats from terrorist attacks.  
 
The TVA Screening Tools were designed to evaluate existing facilities. However, the 
evaluation process can be used for new buildings during the design process, as well 
as retrofitting applications of existing buildings undergoing renovation. The three 
layers of evaluation can be used to assist planners, architects and engineers to 
identify the best and most cost-effective terrorism mitigation measures for each 
facility’s unique security needs.  
 
The evaluation factors on each level can be perceived uniquely by each evaluator 
based upon their independent experience and area of expertise; however, this 
influence can add a broader response to the process which can be balanced through 
the averaging of scores on the site comparison chart. The subsequent layers of 
evaluation become increasingly complex in the data evaluated. Color-coded fields, 
using conditional formatting, assist in readily identifying the areas of highest concern. 
The scores on layers two and three also provide a value as a percentage, which may 
be used to allocate resources to the areas of greatest concern. A complete 
evaluation process using the three levels provides the data for determining relative 
levels of vulnerability and risk. Each layer progressively includes additional 
information that will assist in developing solutions to the areas of vulnerability that 
are identified.  
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4.1 Layer One - CPTED Rating  
 
The CPTED Rating is designed utilizing the concepts utilized in Crime Prevention 
Through Environmental Design (CPTED). This system will allow the evaluator to obtain 
a numeric value for the items that have been reviewed for each site. This will provide 
a methodology for identifying areas in need of design remedy and aspects of the 
development that should receive closer scrutiny.  
 
Using the system involves the evaluator in assessing each of the ten areas of 
concern by assigning a numerical value for each of the items listed for consideration 
under each of the ten main categories. Enter the numerical rank (1 through 5); 1 
indicating the most effective approach and 5 indicating the least effective. The score 
and color will be calculated and applied automatically. The numerical value of 1 to 5 
in each of the areas of concern is based upon the evaluator’s estimation and 
assignment of a value in each of the listed subjects.  
 
The ten areas to be evaluated on the form include: Site Function; Open Space; 
Perimeter/Zone Protection; Visibility/Surveillance Opportunities: Lighting: Established 
Zones; Communication; Emergency Responders and Hazardous Materials. The 
corresponding values for each of the items are automatically transferred to the 
scoring chart. The column is totaled and the sum is reflected in the total score 
presented in Figure 4. 
 

 
 

Figure 4. Layer One Summary Column  
 
 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
 
                                                                                     -- 55 --



 

 

Critical Infrastructure Protection: Elements of Risk 

4.2 Layer Two - Site Evaluation-Criminal Threat Potential  
 
The purpose of the second layer of screening is to provide a numerical value to 
define abstract concepts that will assist in identifying areas of concern. The second 
layer of the process expands the areas of evaluation addressed on layer one and 
begins to address a wider scope of concerns and provides criteria to identify the 
targeted area of potential criminal threats to the site.  
 
Layer two calculates and identifies the areas of greatest concern and provides a 
corresponding numerical value for the selected site that may be used for 
comparison, design review or for prioritization of the assignment of resources. The 
summary table is shown in Figure 5.  
 
Estimate the value of each of the identified areas of concern for each of the 
elements. Enter the numerical rank (1-5, 1 indicating the most effective and 5 
indicating the least effective). The associated risk number and color will be 
calculated and applied automatically as presented in Figure 6.  
 
The evaluator scores each of the sub-categories in the six areas of concern for the 
following five threat types:  
 

1. Threat to Constructed Element  
2. Inventory Threat  
3. Data Threat  
4. Revenue Threat  
5. Personnel Threat  

 
The six areas of concern to be evaluated and the sub-categories for each area are as 
follows:  
 

1. Site Function  
2. Open Space  
3. Perimeter/Zone Protection  
4. Lighting  
5. Established Zones  
6. Landscaping 
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Figure 5. Layer Two Summary Table 
 

 
 

Figure 6. Corresponding Values Automatically Transferred to the Scoring Chart 
 

4.3 TVA Assessment Layer Three - Terrorist Risk and Vulnerability 
  
The purpose of the third layer of the process is to provide additional information that 
will be utilized in the identification of points of vulnerability and the calculation of risk 
in greater detail. The third layer of the process expands the areas of evaluation 
addressed on layer two and begins to address potential threats from terrorism 
concerns and provides criteria to identify the targeted area of possible threats to the 
site.  
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The worksheet calculates and identifies the areas of greatest concern and provides a 
corresponding numerical value for the selected site that may be used for 
comparison, risk and vulnerability identification and for prioritization of the 
assignment of resources.  
 
The scoring and evaluation of the value of each of the identified areas of concern for 
each of the elements has changed on this layer. The numerical rank has changed to 
(1-5, 1 indicating “very low” and 5 indicating “very high”). The risk number and color 
will be calculated and applied automatically through conditional formatting on the 
assigned cells. Figure 7 illustrates a Layer 3 summary table.  
 
The numerical value of 1 to 5 in each of the areas of concern is based upon the 
evaluator’s estimation and assignment of a value indicating the: “Asset Value”, 
“Threat Rating” and “Vulnerability Rating” of in each of the listed subjects. The 
evaluator rates each of these three sub-categories in the six areas of concern: Asset 
Value, Threat Rating and Vulnerability Rating.  
 
The six areas of concern on level three are as follows:  
 

1. Nature of Site Usage - The assigned mission for the facility. Does the nature of 
the assigned mission cause the site to be particularly attractive as a potential 
target of terrorism?  

 
2. Level of Visibility - Is the facility readily identifiable by the nature of its location, 

building design, signage, significance in the community or through advertising 
and media accounts? Is it apparent and therefore attractive as a potential 
target due to its level of visibility?  

 
3. Political/Religious Significance - Does the site represent or serve a political or 

religious function or interest?  
 
4. Public Venue - Is the site a source of public interest or place of gathering? Are 

there large populations that frequent the location? Is the site readily 
accessible and intended for public use?  

 
5. Infrastructure Support Rating - Does the site have value in the infrastructure 

of the community? Is the location involved in providing infrastructure services 
such as governmental operations, utilities supply (water, electric, gas), health 
services or transportation services?  

 
6. Hazardous Materials Present - Are hazardous materials utilized or stored on 

the site? Is the location involved in the distribution or transportation of 
hazardous materials? Could the site be targeted due to the nature of the 
material utilized or stored at the facility?  
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The five categories of threat to be rated are as follows:  
 

1. Inventory Threat - Threats to materials, products, stored goods or goods in 
transit that are on the site and could potentially be targeted for theft, damage 
or a method to disrupt the business. Could materials on the site be targeted 
as a component for a plan to target another site?  

 
2. Cyber Attack/Data Threat - Internal or external threats to computer systems, 

stored data, electronic records or businesses or facilities that rely heavily on 
their computer systems. Does the site house a system be targeted as an 
attempt to affect other aspects of the business operation? Does the site store 
critical information or valuable data on the site?  
 

3. Armed Attack/ Pedestrian Bomber - Threats posed by an armed assailant, 
arsonist or bomber. Includes an individual or group targeting the facility 
utilizing hand-held weapons. An individual or group who delivers, causes to be 
delivered, places or carries an explosive device or incendiary device on, near 
or into the facility.  

 
4. Vehicle Bomb - A vehicle borne explosive device. Is the selected location 

accessible and vulnerable to a vehicle that could deliver an explosive charge?  
 

5. CBR (Chemical-Biological-Radiological) Attack - Threats posed by an assailant 
or subject who delivers, causes to be delivered, places or carries a chemical, 
biological or radiological material or dispersal device on, near or into the 
facility.  
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Figure 7. Layer 3 Summary Table 
 
4.4 Summary Worksheet  
 
The scores accumulated on the three layers are depicted on the summary sheet of 
the workbook to allow a method for easy comparison and review of the data. Review 
of the information allows the evaluator to immediately identify the greatest area of 
concern based upon the scores from the individual layers (Figure 8). In this example, 
the highest score is demonstrated on layer one, indicating that the greatest source of 
problems at this site are the result of basic CPTED design issues. 
 

 
 

Figure 8. Summary Worksheet Score Comparison 
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5. DESIGN REVIEW AND DESIGN STANDARDS DEVELOPMENT  
 
There have been numerous attempts to promote the establishment of accepted 
standards for Site Protection Systems that can be applied by Architects, Engineers 
and Designers as they consider the most appropriate and practical methods for 
implementation of threat mitigation measures at specific locations. Currently there 
are no universally accepted building codes or accepted design standards relating to 
security design or terrorism prevention measures that apply across the board to all 
types of developments or retrofitting applications. There are, however, protective 
design standards that are applicable to newly constructed Governmental structures 
or leased properties under mandates that have been established by the General 
Services Administration (GSA) and the Department of Defense (DoD). There are also 
a number of agencies and organizations in existence that have formed and promoted 
their own protections programs and standards such as those utilized by the Federal 
Emergency Management Agency (FEMA), the National Fire Protection Association 
(NFPA), the United States Air Force, the United States Army, the Department of State 
(DOS), the American Society for Industrial Security (ASIS) and the Center for Disease 
Control (CDC). However, the mandated application of protective design components 
or systems to civilian developments does not currently exist outside of jurisdictions 
that require the inclusion of Crime Prevention through Environmental Design 
methodology.  
 
5.1 Whole Building Design Concepts  
 
Whole building design concepts that promote cooperation and communication 
among the various entities involved in the creation of a new facility are beneficial and 
encouraged. Whole-building design is a design philosophy that promotes planning to 
incorporate the coordination of all building components during the design phase of a 
project. It is intended to integrate all of the subsystems and components of the 
building to work together as efficiently as possible.  
 
5.2 LEED-DoD Antiterrorism Design Standards Tool  
 
Design professionals have recognized the need for the development of a nationwide 
system that will encourage the voluntary participation of developers and designers by 
providing incentives for inclusion of protective design components through an 
organized system similar to the LEED System that has been developed and promoted 
by the Green Building Council and the Department of Energy. LEED provides a 
complete framework for assessing building performance and meeting sustainability 
goals.  
 
A further development in the expansion of the LEED system that merges Whole 
Building Design Concepts with ISC Design Standards and DoD Antiterrorism 
Standards has been accomplished by the implementation of the LEED-DoD 
Antiterrorism Standards Tool shown in Figure 9. 
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Figure 9. LEED DoD Anti-Terrorism Tools 
 
6. CONCLUSIONS  
 
The effective protection of resources from the threat of damage from human made 
and natural hazards is a daunting task. A balanced approach involving the 
consideration of: Protection Measures; Response Capability; Education and Effective 
Planning will require a unified commitment from all participants. The attitude of 
Governmental Agencies as well as the design community must remain malleable to 
react to contemporary events in order to insure that that the optimum balance of 
design considerations is achieved. To arrive at this goal, coordination with the 
members of the community is critical. Many asset protection objectives can be 
achieved during the early stages of the design process when mitigation is the least 
costly and most easily implemented. Planners, architects, engineers and landscape 
designers play an important role in working with law enforcement and fire protection 
specialists in identifying and implementing crucial asset protection measures while 
considering land use; site selection; the orientation of the buildings on the site; and 
the integration of vehicle access, control points, physical barriers, landscaping, 
parking, and protection of utilities. The application of Design Standards is a useful 
tool in narrowing the options of consideration for design solutions. Advancements in 
the LEED program are very promising and this system provides a useful cross-
reference to DoD Design Standards. However, these “standards” are simply 
reference points to provide assistance in developing design solutions. They are not 
intended to be and should not be considered as absolute solutions. Each design 
problem is unique and must be approached with an open mind. It is important to 
remember that the nature of threats is fluid and ever changing. The threat will vary 
depending on the nature of the site and a myriad of related factors. Although 
indications of potential threats may be scarce during the design stage, consideration 
should be given to accommodating enhanced protection measures in response to 
future threats that may emerge. It will be necessary to maintain a vigilant course in 
pursuing the information received through intelligence sources to constantly reflect 
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accurate responses to the existing level of potential threats and to design creative 
and appropriate solutions to mitigate that threat. 
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Managing Risk in Critical Infrastructures Using Network 
Modeling  

 
Thomas J. Mackin, Rudy Darken, and Ted G. Lewis  

 
 

Abstract:  This paper outlines the use of network analysis to prioritize and protect critical 
infrastructures.  In this method, graphical networks are used to represent infrastructure 
systems where key components of the infrastructure are represented as nodes while the 
interconnections between components, both within and across sectors, are represented as 
links.   Following a risk-based approach, nodes and links are assigned values associated with 
their vulnerability to specific attack modalities, the dollar cost of consequences associated 
with removing that node or link, and an investment function related to the costs to harden 
the node or link.  A technique called critical node analysis is used to identify the most 
important nodes and links and to calculate the minimum risk possible given limited 
resources.  This technique has been applied to a variety of infrastructures across critical 
infrastructure and key resource (CI/KR) sectors as diverse as water, energy (power), 
telecommunications, information technology (Internet), and transportation systems to 
determine what is critical in each of these sectors.   
 
The critical node analysis technique provides the analyst with three key results:                    
(1) identification of critical nodes and links, (2) optimal allocation of limited resources to 
minimize risks, and (3) identification of network failure modes.  We demonstrate the general 
utility of the method by detailing its application to the Kinder Morgan transmission pipeline in 
Southern California. 
 
 
CRITICAL INFRASTRUCTURE AND RISK MANAGEMENT 
 
In 1996, President Clinton established the President’s Commission on Critical 
Infrastructure Protection (PCCIP), chaired by Robert Marsh.  The resulting “Marsh 
Report,” released in October 1997 and formally titled “Critical Foundations: 
Protecting America’s Infrastructures,” was the first to define “infrastructure” as “a 
network of independent, mostly privately-owned, man-made systems and processes 
that function collaboratively and synergistically to produce and distribute a 
continuous flow of essential goods and services.”  The Marsh Report also identified 
“critical infrastructures” as infrastructures “so vital that their incapacity or 
destruction would have a debilitating impact on our defense and economic security” 
(President’s Commission on Critical Infrastructure Protection 1997, 3).   
 
The work of the PCCIP prompted President Clinton to issue Presidential Decision 
Directive 63 (PDD-63) in 1998 (Office of the President of the United States 1998), 
which defined, more specifically, our Nation’s critical infrastructure and identified 
eight basic sectors.  Following the terrorist attacks of 9/11, President Bush, in July of 
2002, released the “National Strategy for Homeland Security” (Office of the President 
of the United States 2002).  Shortly thereafter the administration released “The 
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National Strategy for the Physical Protection of Critical Infrastructures and Key 
Assets” (Office of the President of the United States 2003) which expanded the list of 
critical infrastructure sectors and key resources to 14.  The 2006 publication of the 
National Infrastructure Protection Plan (NIPP) identified 17 specific critical 
infrastructure and key resource (CI/KR) sectors as well as assigned agency 
responsibilities (see Table 1) (Department of Homeland Security). 
 

TABLE 1. Critical Infrastructure and Key Resource Sectors as of 2006 
Sector Lead U.S. Department 

Agriculture and Food 

(Meat and poultry - Department of 
Agriculture) 

(All other food products - Department of 
Health & Human Services) 

Department of Agriculture 

Department of Health & Human Services 

Defense Industrial Base Department of Defense 

Energy Department of Energy 

Public Health and Healthcare Department of Health & Human Services 

National Monuments and Icons Department of the Interior 

Banking and Finance Department of the Treasury 

Drinking Water and Water Treatment 
Systems 

Environmental Protection Agency 

Chemical 

Commercial Facilities 

Dams 

Emergency Services 

Commercial Nuclear Reactors, Materials, 
and Waste 

Department of Homeland Security 

Office of Infrastructure Protection 

 

Information Technology  

Telecommunications 

Department of Homeland Security 

Office of Cyber Security and 
Communications 

Postal & Shipping Transportation Security Administration 

Transportation Systems Transportation Security Administration,  

U.S. Coast Guard 

Government Facilities Immigration and Customs Enforcement, 

Federal Protective Services 
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The application of network analysis to describe critical infrastructure was motivated 
by the definition of a critical infrastructure, in government publications, as a network 
of components that operate “collaboratively and synergistically to produce and 
distribute a continuous flow of essential goods and services” (emphasis added).  
These italicized words will be key as we describe why critical node analysis is so 
effective at identifying critical components of an infrastructure.   
 
The implementation of the national strategies requires a detailed understanding of 
the Nation’s infrastructure.  Whoever implements a critical infrastructure protection 
strategy, however, runs headlong into a formidable problem: our infrastructure is 
vast.  Indeed, each sector defined in Table 1 is extremely large and complex.  The 
telecommunications sector alone contains billions of components.  The gas and oil 
systems within the energy sector contain more than 250,000 miles of pipeline.  The 
various supply chains making up the food, transportation, and chemical industries 
are so vast and complex that it is difficult even to estimate their size! This complexity 
is compounded further when we account for the interdependencies between sectors.  
Taken together, as the collection of sectors is so expansive, it would require trillions 
of dollars to protect every component of every sector.     
  
The National Research Council (NRC) made explicit this fact in its 2002 publication , 
“Making the Nation Safer: The Role of Science and Technology in Countering 
Terrorism,” where it stated, “Our society is too complex and interconnected to defend 
against all possible threats.”  Instead, the NRC called for a risk-based approach to 
countering terrorism.  This approach was embraced by Department of Homeland 
Security (DHS) Secretary Chertoff, who, in testimony before the Senate Committee on 
Homeland Security and Governmental Affairs on September 12, 2006, stated:  
 

First, it’s important to make sure we are focused on the most significant risks 
to our homeland and that we apply our resources in the most practical way 
possible to prevent, protect against, and respond to both man-made and 
natural events. 
 
No matter how hard we may try, we cannot eliminate every possible threat to 
every individual in every place at every moment.  And if we could, it would be 
at an untenable cost to our liberty and our prosperity.  Only by carefully 
assessing threats, vulnerabilities, and consequences, and prioritizing our 
resources, can we fully ensure the most practical and optimized protection 
for Americans and our nation. 
 

It is clear that the only practical strategy to best protect the Nation is to identify the 
most critical components of our infrastructure and protect those first.  The key 
question, then, is how we do so.  A risk-based approach to homeland security 
requires a national consensus on the approach used to measure risk, where all 
stakeholders, both public and private, agree on the methodology.  Secretary Chertoff, 
in his March 9, 2005 testimony before the Senate Committee on Homeland Security 
and Governmental Affairs, stated:   
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I want to emphasize that our philosophy, our decision-making, our 
operational activities and our spending will be grounded in risk management 
as we determine how best to prevent, respond and recover from attacks. 

 
In general, risk is defined as: 
 
 R = T*V*C (1) 
 
 Where:  T (threat) is the likelihood that a specific attack scenario will be  
     attempted against a given asset, 
   V (vulnerability) is the probability of success of the specific  
     threat against the asset, and   
   C is the consequence of asset failure.   
 
Both threat and vulnerability are measured as probabilities in the range of [0, 1], 
while consequence can be measured as the dollar cost of consequences, loss of life, 
loss of public confidence, etc.  In any case, special skills are required to determine 
any of the three inputs to the risk calculation.  Vulnerability to an attack mode 
requires special knowledge of the facility and its means of failure, weaknesses, 
protections, etc.  This requires engineering knowledge of how the asset functions and 
what might happen if the asset is attacked in a specific manner.  This will certainly 
require a knowledgeable assessment team with access to detailed facility 
information and may well require sophisticated red-teaming.  Threat is the most 
difficult input parameter to measure since it requires human Intel to determine 
adversary capabilities, intent, and goals, all of which are laced with inherent 
uncertainties.  Nonetheless, threat is an essential part of the risk calculation and is 
an important consideration in the DHS risk-based investment strategy.   
 
The risk associated with our entire infrastructure would be the sum of risk over all 
assets and over all threat scenarios.  It is clear that such a problem becomes 
exceedingly large.  Furthermore, though the risk-based approach is the only rational 
path to securing our infrastructure, the absence of a common framework for 
modeling infrastructure, calculating vulnerabilities, and estimating consequences 
has impeded greatly our national goal of protecting critical infrastructure.  After more 
than five years of refinement in the definition of critical infrastructure, there remains 
little understanding of specifically which assets are critical in a critical infrastructure 
sector.  The method presented here addresses this by providing the policy-maker 
with a general approach as well as a set of tools for identifying the truly critical 
components in any sector that can be represented as a network.  Additionally, we 
provide a rigorous method of minimizing sector risk by allocating resources to the 
most vital portions of the sector.  Finally, we show how critical node analysis can be 
used to prevent or minimize cascade failures in CI/KR sectors such as water, energy 
(power), telecommunications, information technology (Internet), and transportation 
systems. 
 
 
 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
 
                                                                                     -- 68 --



 

 

Critical Infrastructure Protection: Elements of Risk 

1. CRITICAL NODE ANALYSIS 
 
Critical node analysis provides answers to two key questions: (1) what is critical in an 
infrastructure? and (2) what is the best allocation of limited resources to sector 
components such that the sector’s risk is minimized?  It begins by modeling a sector 
as a collection of nodes and links (Lewis 2006).  In physical infrastructure, nodes are 
typically associated with infrastructure components while links are relationships 
among pairs of nodes.  In other contexts, nodes and links represent more abstract 
entities.  For instance, a human network would model people as nodes and their 
social relationships as links.  For the purposes of this article, we use concrete 
examples where physical assets make up the network.  

 
The purpose of modeling a critical infrastructure as a network is to determine which 
nodes and links are critical to the continuity of the network.  We define critical nodes 
as the “most vital” assets in the network, and critical links as the “most vital” links.  
Quantifying how “vital” a node or link is provides a measure of the impact on the 
entire network if that node or link is destroyed or disabled.  
 
Latora and Marchiori (2004) were the first to apply the idea of node criticality to a 
network model of an infrastructure.  They analyzed the Infonet Internet backbone 
communications network and the 9/11 hijacker’s social network using network 
efficiency as a metric of criticality.  In their analysis, network efficiency was defined 
as the inverse of the shortest distance between any two nodes.  As a network is 
damaged, either by loss of nodes or links, it is obvious that the path to connect any 
two nodes will either increase or remain the same, with a similar change in network 
efficiency. 
 
Latora et al. define critical nodes as those that contribute the most to the change in 
the overall network efficiency.  That is, nodes are ranked – from highest to lowest – 
according to their effect on network efficiency, where the highest-ranking nodes are 
the most critical.  Though attractive for its simplicity, this approach has two key 
shortcomings: (1) it does not include the structure of a network, and hence does not 
allow for the impact of node removal on the overall network topology, and (2) it 
ignores the relative value of a link or node – that is, it assumes all nodes are of equal 
value, and ignores completely the value of links.  
 
Apostolakis and Lemon (2005) use a similar technique to model infrastructure as a 
network of nodes and links, but identify the minimal cut sets that contain critical 
nodes.  In this model, the minimal cut set is defined as “a set of events (usually 
failures) that guarantee the interruption of service.”  Unfortunately there can be a 
rather large number of cut sets to consider in a modest sized network.  For example, 
Apostolakis and Lemon analyzed a natural gas distribution network containing 23 
nodes and found over 1,000 cut sets!  
 
Our definition of a critical infrastructure network is similar to the definition used by 
Apostolakis and Lemon, but the analysis techniques are quite different.  We both 
assign a value to each node, but, instead of using cut sets to identify critical nodes, 
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we use network risk to determine critical nodes and links.  The primary difference in 
the techniques is that the topology of the network determines the cut sets in 
Apostolakis’ and Lemon’s approach while our approach identifies the highest-valued 
nodes and/or links.  Furthermore, our approach identifies the optimum investment 
strategy to reduce the overall network risk. 
 
Research has shown that network topology is important when deciding the criticality 
of nodes and links (Barabasi 2003; Dezso and Barabasi 2002; Pastor-Satorras and 
Vespignani 2001).  In general, networks are broadly classified as one of three 
particular types: (1) scale-free, (2) random, or (3) small world (see Figure 1).   
 

 
(a) Random  (b) Scale-free  (c) Small World 

   
FIGURE 1.  Schematic representations demonstrating the general shape of the three 

primary types of networks (upper) and histograms showing how the number of 
links varies with each type of network: (a) random network with no visible 
structure, (b) scale-free network with the hubs circled, and (c) small world 
network with three neighborhoods outlined. 

 
As noted above, a scale-free network is one whose distribution of links to nodes 
obeys a power law, which means the most highly connected nodes are the most rare, 
but also the most important.  Scale-free network theory has been used to explain a 
number of physical and social phenomena, but its relevance here stems from the 
fact that the most-heavily connected nodes are more important to the integrity of a 
network. Clearly, removal of highly-connected nodes does more to dismantle the 
network than removal of less-connected nodes. 
 
In a scale-free network, critical nodes are the ones with the highest connectivity, i.e., 
they are the nodes with highest degree.  In fact, the most critical node is the node 
with maximum degree.  However, scale-free network analysis is not sufficient in the 
context of infrastructure protection because it does not address the relative value of 
nodes and links.  In physical infrastructures, some nodes are worth more than others, 
requiring the definition of criticality to include the relative value of nodes and links.  
In the approach presented here, which we call critical node analysis, and an 
associated model using a software suite we have named “model based risk 
assessment (MBRA),” we combine the structural information of scale-free network 
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analysis with the target value of nodes and links associated with infrastructure 
components. 
 
In order to demonstrate critical node analysis, we present an analysis of the Kinder 
Morgan petroleum transmission system that supplies Southern California with 
gasoline and other petroleum products (see Figure 2) (see Lewis 2006).  This 
network contains nine nodes (terminals and junctions), and the necessary 
transmission pipes that connect terminals and junctions.  Clearly, this infrastructure 
can be modeled as a network where nodes are terminals and junctions, and links are 
pipes, resulting in nine nodes and eight links.  
 

 
FIGURE 2. The Kinder Morgan transmission network supplies petroleum products to 

Southern California, Nevada, and Arizona. 
 
Though this is a relatively simple infrastructure, it would be prohibitively expensive to 
protect every mile of pipeline and every yard of perimeter around terminals and 
junctions.  Instead, we ask, what is most critical in this infrastructure?  We identify 
what is critical by calculating the risk associated with each component. The policy-
maker can then decide to protect only critical nodes, while limiting or eliminating the 
expense of protecting all nodes and links.   
 
Critical node analysis is derived from probabilistic risk analysis (PRA) initially 
developed for use in the aerospace and nuclear reactor safety fields (Bedford and 
Cooke 2001).  PRA requires that the analyst identify the events that may lead to 
failure of a component, and estimate the probability and consequences of failure of 
each component.  This is summarized using a fault tree, a logical construction that 
exhaustively models the ways that a given asset can fail and includes the 
probabilities and consequences associated with each type of failure.  For example, 
the Watson facility in Figure 2 might fail due to an earthquake, or attack by a terrorist 
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using a bomb, or a power failure, etc.  We label these events QUAKE, BOMB, and 
POWER FAILURE and place them into a fault tree diagram (see Figure 3).  In this 
case, the various failure causes are connected by a logical “OR” gate – that is, the 
occurrence of any one of these events could bring the Watson terminal down.  Note, 
however, that the power system includes a back-up, so bringing the power down 
requires that the facility loses both the line power and the back-up power.  This part 
of the fault tree illustrates the effect of redundancy or resiliency.  An asset is more 
resilient if its fault tree is assembled from “AND” gates – that is, it is harder to bring 
down an asset that requires multiple points of attack.  Figure 3 is not intended to be 
exhaustive, but to illustrate that a fault tree is a logical construction that allows the 
user to connect all possible causes of failure.  One might imagine that it can be 
exceedingly complex.  To be quantitative, it must include the likelihood of each 
event’s occurrence and also include the associated damages resulting from each 
given event.  Using this, along with the probabilities of each event’s successful 
impact, we can estimate the probability of failure of any asset, including the Watson 
terminal.   
 

 

Bomb 

OR 

Power 
Failure 

Grid Failure 

AND 

Quake 

Back-up Failure 

 

Failure of 
Watson 

 
FIGURE 3. Example fault tree for the Watson terminal showing threats connected by logical 

gates.   
 
Though fault trees are an essential part of understanding how assets fail, they do not 
tell us how critical the Watson terminal is to the entire network of Figure 2.  In Figure 
2, we might assign a probability of failure for Watson that addresses both BOMB and 
QUAKE events and use fault tree analysis to analyze the Watson node in more detail, 
as we did in Figure 3.  But, what about the other nodes and links in Figure 2?  Even if 
we use a much simpler estimate of probability of failure, we must still include the 
effect of link and node failures on the overall security of the pipeline system.  The 
solution to this problem is to consider the connections – as well as individual nodes 
and links – when computing risk. 
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PRA can model multiple components and multiple events – not merely single 
omponents and events –so it could be expanded to the entire network in Figure 2, 

 

frastructure system represented by nodes and links in a 
, we would have to construct a very large fault tree containing all nodes and 

, p(i), of failure of a component (node or link), i, 
e component is attacked.  Vulnerability may be different for different kinds of 

c
which contains nine nodes and eight links as components.  Typically, a fault tree is 
expanded into a corresponding event tree that enumerates all possible combinations 
of single and multiple events.  A fault tree with k events generates an event tree with 
2k events.  Therefore, the fault tree for Figure 2 expands into an event tree with  
2(9+8) = 128,000 events! 
  
If we apply PRA to an in
network
links of the network and then use the PRA method to obtain the overall network risk.  
Clearly, this approach is not practical.  Instead, we must first determine the criticality 
of our nodes and links in the network so as to reduce the problem to the subset of 
nodes and links that are most vital to network function.  That is, we use a network 
approach to reduce the complexity of the problem, and construct fault trees only for 
those nodes and links that are critical to overall network performance.  The following 
paragraphs outline how this is done. 
  
Let the vulnerability be the probability
when th
attacks.  For example, pbomb(pipeline) = 20% means that a certain portion of the 
Kinder Morgan pipeline will fail with probability 0.2 when attacked by a bomber.  
Similarly, ppower(Watson) = 25% means the Watson terminal will fail with probability 
0.25 when power is cut off.  Vulnerability depends on the kind of threat juxtaposed 
against a sector’s component as well as the likelihood that the attack will succeed.  
Again, this is not the probability that an asset or component will be attacked, it is the 
probability that an attack will succeed.  That is, our network analysis assumes that an 
asset has been targeted for attack.  Therefore p(i) is the probability of a successful 
attack, assuming the attack takes place.  Consequently, probability values in critical 
node analysis may seem high at first glance.  For example, p(power substation) = 
50% may imply that the substation has some protection but can be successfully 
targeted about half the time, while p(transformer) = 100% implies that transformers 
in the open are completely unprotected and can always be disabled if targeted.  
  
Risk was defined in Equation 1 to include threat.  Threat is the probability that a 

 asset, or group of assets, will be attacked using a specific attack mode.  To 

   

specific
simplify our analysis, we assume a conditional risk assessment, where the threat 
probability is 1, and the risk is simplified as vulnerability times damage: r(i) = p(i)d(i), 
where d(i) is the expected damage to asset i caused by a successful attack.  For 
example, if the average repair cost of a bombed pipeline is $10,000, and 
pbomb(pipeline) = 0.2, then the risk associated with a successful attack on a pipeline 
is given by: r(pipeline) = 0.2 (10,000) = $2,000.  As mentioned above, we can also 
calculate the downstream economic impacts of damage and include these numbers 
in the cost of consequences.  For the purpose of illustration, however, we have 
simplified our damage estimates.  
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Equation 1 does not account for the “connectivity value” of a node or link within a 
network.  For example, removal of Niland in Figure 2 impacts three links and their 

ta hed nodes (Colton, Phoenix, Imperial), while removal of Imperial impacts one 

 
Where:  
  d is damage, and   

 gj = 1 if it is a link, otherwise gj is the degree of the node  
re connected to it). 

 
What is speci
given node (no e deg ee) ra ust be counted in 

 fault tree.  As a result, the degree of the node plays an important role in the value 

viously, 
e networks contain hub nodes with a high gj value, which means hubs are 

ow much “protection” we can allocate 
 node and link in the network.  If the budget is large, we can reduce the 

he key question is: How do we allocate our budget, b, to minimize the overall risk to 
an initial vulnerability of vi = 100% for all nodes and links, 

hat is the best way to distribute the budget to protect nodes and links by reducing 

at c
node and one link.  Clearly, more connected nodes have a bigger impact on the 
overall system than less connected nodes – this is the idea behind critical node 
analysis.  Network risk must include the connectivity of nodes as well as their 
vulnerability, v, and consequence value, d. This requires a modification to the 
fundamental risk equation:    
 

R = g j ⋅ v j ⋅ d j
j
∑  (2) 

v is vulnerability,  

 
    (how many links a

al about network risk is that the number of links associated with any 
d r ises the number of times that a node m

a
of that node to the network and appears as a multiplier in the risk equation.  
  
Network risk, R, defaults to simple risk when gj = 1, which makes this definition 
attractive while accommodating the intrinsic connectivity of a network.  Ob
scale-fre
more critical to the overall network (see Figure 1(b)).  Similarly, non-hub nodes are 
less critical, because gj = 1.  Conversely, if the damage value of a non-hub node is 
high, then the impact to the overall network is gj * dj, – a significant amount for large 
dj.  Therefore, network risk models both of the aforementioned factors contributing to 
risk – the connectivity as well as the damage. 
  
For a given system, gi and di are set, and vi is to be determined.  Note that we are 
constrained to a fixed budget, b, which limits h
to each
vulnerability so that risk is minimal.  If the budget is small, we can reduce 
vulnerability somewhat, but not close to zero.  The objective of critical node analysis 
is to minimize the risk, R, by optimal allocation of a limited budget to “buy down” 
vulnerability.  The larger the budget, the smaller the risk.  
 
2. RISK MINIMIZATION 
 
T
the network? Assuming 
w
the vulnerability?  Al-Mannai and Lewis (2007) recently provided a closed-form 
solution to the optimization problem above for two cases: (1) when vulnerability vi is a 
linear function of funding, and (2) when it is an exponential function of funding.  We 
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have written a comprehensive software suite that includes network analysis, fault 
tree analysis, and resource allocation, the Model Based Risk Assessment (MBRA).  
The software is available for download in the public-domain and can be accessed by 
contacting the authors. 
 
2.1. Application to Kinder Morgan 
 
Returning to Figure 2, applying the optimizing principle to the Kinder Morgan network 

omponents and also tells us the best utilization 
f resources to protect the critical assets of the network.  As an illustration, suppose 

product flows to all other nodes and links.  But, if the 
is b = 200 points, linear allocation reduces vulnerability of Watson, Colton, 

ese critical nodes and links reduces the problem 
cting critical infrastructure to protecting critical nodes – a much more 

ritical node analysis extends earlier results of scale-free network analysis by 
ge values at each node and link into the network representation 

of a critical infrastructure sector.  This has the added benefit of identifying what is 

cture sectors.  For example, application of this technique to the top 
ternet service providers shows how to protect the 250 million Internet servers 

results in identification of its critical c
o
the damage value of all nodes and links is set to 50, except for Watson, which is set 
to 100, because it is the source for the entire network flow.  The logic here is that 
roughly one-half (50 of 100) of the petroleum flowing from Watson goes to Orange, 
and the other half to Colton.  
  
Now, suppose the budget is b = 100.  Obviously, all 100 points should go to protect 
Watson, because it supplies 
budget 
and Niland!  Orange, as well as all links, receives 0 points.  In other words, Watson, 
Colton, and Niland are the critical nodes in this critical infrastructure, in rank order 
according to the product of gi * di. 
  
Again, what is critical in a critical infrastructure? – the high-degree and high-value 
nodes and links. Identification of th
of prote
manageable problem.   
 
3. CONCLUSIONS 

 
C
incorporating dama

critical in a critical infrastructure, and, furthermore, addresses the important 
question of “What is the best allocation of resources that minimizes risk?”  The key 
feature of the analysis is that the risk equation is modified to include the degree of 
the node.  This modification accounts for the topology of the network and weights the 
contribution of every node in the network.  In practice, one would use critical node 
analysis to determine the key assets in a network infrastructure.  Once identified, one 
would go on to construct fault trees for that reduced set of assets.  This approach 
greatly simplifies the analysis and reduces enormously the task of protecting critical 
infrastructure.  
  
Critical node analysis often yields surprising results when applied to a variety of 
critical infrastru
tier-1 In
throughout the world by hardening fewer than 200 of the critical nodes (Lewis 2006).  
In general, critical node analysis suggests a radically advantageous strategy: instead 
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of protecting everything, it is only necessary to protect an extremely small percentage 
of a vast infrastructure.  Critical node analysis reduces the cost and complexity of 
critical infrastructure protection by exploiting the inherent structure of most sectors.  
Once this structure is known, it is possible to apply resources, in the right amount, to 
enhance the security of the most critical nodes and links. 
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Same Words, Different Meanings: The Need for Uniformity of 
Language and Lexicon in Security Analysis and Risk 
Management  

 
Andrew G. Harter  

 
 

Abstract:  As the security analysis and risk management field grows and professionalizes, 
practitioners face a sincere problem.  Methodology and terminology have grown and 
incubated in a number of government agencies, companies, and academic circles without 
sufficient overlap, resulting in confusion, misunderstanding, and incompatibility of findings.  
This article takes a strategic look at the problem, including issues with current approaches, 
how standard-setting methodology applies to this scenario, and a case study approach to 
resolving the issue. 
 
 

 
“Police officers responded to a domestic dispute, 
accompanied by marines. They had just gone up to 
the door when two shotgun birdshot rounds were 
fired through the door, hitting the officers. One 
yelled ‘cover me!’ to the marines, who then laid 
down a heavy base of fire. . . . The police officer had 
not meant ‘shoot’ when he yelled ‘cover me’ to the 
marines. [He] meant . . . point your weapons and be 
prepared to respond if necessary. However, the 
marines responded instantly in the precise way they 
had been trained, where ‘cover me’ means provide 
me with cover using firepower. . . . over two hundred 
bullets [were] fired into that house.”1 

During the Los Angeles riots in 
1992, troops from the California 
National Guard and United States 
Marines from 1st Marine Division 
at Camp Pendleton were deployed 
to assist the Los Angeles Police 
Department.  This meeting of 
security practitioners from 
different sectors gives a clear and 
dramatic example of the problems 
caused by the lack of common 
lexicon, meanings, and 
terminology. 
 
 

Without a doubt, the most commonly voiced obstacle to progress in the field of 
security analysis and risk management is the lack of a common vocabulary, used 
consistently, even by a simple majority of practitioners.  This causes confusion in its 
mildest forms and, in more severe instances, prevents comparison of analyses due 
to conflicting assumptions.  Lack of comparability prevents stakeholders from making 
key decisions, rendering the process of risk management difficult at best.    
 
A common lexicon means developing a set of agreed upon terms and definitions 
amongst the practitioners in the industry.  Common meanings are often developed 
within cohesive groups where discussion and consensus can be reached naturally 
through the course of regularly working together.  It is when these groups interact 
with other groups that misunderstandings occur, and a simple misunderstanding of 
terminology often casts doubt upon an entire methodology, complicating the ability to 
come together and work collaboratively.  This can cause unnecessary conflict and 
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frustration as practitioners defend their analytical framework instead of the analysis 
itself, resulting in wasted time and resources, as well as potentially incompatible final 
products. 
 
While some companies and government agencies have and continue to develop 
common terminology internally, a profession-wide standard is needed.  Any effort 
within a single government agency or company is by necessity incomplete, as these 
efforts to develop standardized approaches are not generally accepted beyond the 
parochial limits of their own subset without the agreement and consensus forged by 
a wider contributing body.  Resolving these problems requires the development of 
consensus across the entire security analysis and risk management profession.  
Such a process entails the collection of current definitions from all concerned 
practitioners and organizations, followed by amalgamation through a consensus-
building process that considers majority and minority views in order to attain buy-in 
from all components that will be expected to utilize the definitions after their 
formalization.   
 
This problem is not approached in a vacuum – the problem of standards and 
definitions has to be addressed in all professions and industries as part of their 
maturation process.  Achieving this goal requires an effort to collect input from 
professionals in all agencies, utilizing a voluntary consensus methodology to add 
reputability to the resulting standards.  Development of a common lexicon is a 
required foundational element for further evolution of the security analysis and risk 
management profession.  Once a lexicon is established, practitioners can 
communicate in commonly understood terms and move on to higher levels of 
maturation, such as the creation of generally-accepted principles, certifiable training, 
and interoperable analytical results. 
 
In this article, the problems associated with the lack of a common lexicon are 
discussed before delving more deeply into seeking the solution.  This includes why 
current methodologies for standard-setting have not worked and what the 
requirements and complications are for moving forward.  More specifically, the article 
will address developing a common lexicon using recognized standard creation 
methods, and how a consensus process can be applied to be effective.  A case study 
is also provided that highlights the Security Analysis and Risk Management 
Association (SARMA)’s approach to this issue. 
 
WHY DO WE NEED A COMMON LEXICON NOW? 
 
As was discussed above, lack of common terminology can cause unnecessary 
divisions and confusion between government agencies and other groups who have 
developed along parallel paths within the risk management community.  Further, 
companies that deal with multiple agencies or groups often have problems with risk 
communication and reputability when moving between groups that have different 
understandings of the same terms.   
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Companies within the industry can and do take advantage of this problem, 
undermining the foundation of a competing company’s methodology based on core 
assumptions and semantic differences in order to then market their own solution as 
a preferred alternative.  In reality, all methodologies include certain assumptions in 
their make-up, and trading one set of assumptions for another without a common 
baseline to which the methodologies can be compared does not often result in a 
superior solution – merely the appearance of progress by the acceptance of change.   
 
In addition, as long as methodologies are developed without a baseline of best 
practices and common meanings, analysts who are skilled and experienced with one 
set of methods and theories will find themselves without portable skills when they 
move to another agency or company that uses security risk theory.     
 
Without a common basis for communication and interoperable methodologies, there 
also are no standards to which training can be molded.  The number of people 
required to be trained and knowledgeable in security analysis and risk management 
is growing rapidly in the post-9/11 environment and ad-hoc mentorships with experts 
in the field are not a viable mechanism for training them all.  Development of 
standards amongst the experts of the community also creates a baseline from which 
education plans can be built, allowing analysts and risk specialists to be trained and 
students to enter the field with the framework of knowledge necessary to begin 
establishing a career in this profession.   
 
Most importantly, without a common lexicon and interoperable methodologies, 
cooperation is inhibited between federal, state, and local agencies, as well as the 
private sector, and is made less feasible and practicable, even though the problem is 
resolvable.  While an agency may see success due to the interoperability of its own 
internal units, that success becomes frustration for those outside the agency’s 
boundaries.  For example, if a member of private industry aligns itself to the 
standards of the Department of Defense (DoD)’s Defense Critical Infrastructure 
Program (DCIP), how is it expected to respond when approached by one of the 
Department of Homeland Security (DHS)’s critical infrastructure protection 
components, or react to the requests of the Federal Bureau of Investigation (FBI)’s 
local Joint Terrorism Task Force (JTTF)?  When a state and local fusion center 
receives mandated standards from the FBI, as well as from DHS and the National 
Guard, each wanting information on local assets in incompatible formats with 
different standards for inclusion, who does it respond to?  The time, labor, and 
funding spent on overcoming problems of incompatibility are both substantial and 
unnecessary, and it is crucial that we overcome them as an industry on our path to a 
more mature profession.   
 
DEVELOPING STANDARDS: CONSENSUS AND MANDATE 
 
Standardization occurs by one of two mechanisms: consensus or mandate.   
 
Mandated standards require a singular body with authority over the community to 
define methods and terms, and with the power and influence necessary over its 
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constituents to enforce compliance.  While this has occurred within individual 
government agencies where purse strings can influence policy, it is ultimately only 
effective to the extent of that agency’s range of influence.  For example, despite the 
mandated acceptance of the National Infrastructure Protection Plan (NIPP) by DHS, it 
has little influence on physical security practitioners of DoD or the Department of 
State.  The private sector needs to balance these government requirements with 
their own needs, further promoting confusion.   
 
At the other end of the spectrum, consensus can occur naturally – common language 
often grows organically and naturally between groups of practitioners working 
together.  Many entities will standardize within themselves to promote internal 
efficiency and then encourage others to adopt their standards as well.  This process 
generally works when one organization invents or otherwise possesses a clear lead 
on activities and can frame the definitions in a way that newcomers then accept.  
When multiple groups of practitioners develop simultaneously, however, this process 
grinds to a halt, as each group is reluctant to accept the dictates of an outside group 
when they conflict with their own internal findings.  This is where the security analysis 
and risk management community finds itself at this time – competing methodologies 
utilizing competing terminology with no incentive for seeking commonality.  Both 
incentive and a mechanism for standardization are now needed. 
 
Several commonly recognized categories are applicable to mandated and consensus-
driven standards:   
 

• Company standards are dictated within an individual corporation, and 
government standards are dictated within the government.  Both of these are 
standards governing internal practices of those limited bodies.   

• Industry standards are agreed upon by all the major actors in a given industry, 
but without the reasonable input of third parties, consumers, or other 
concerned entities.   

• Legal standards are instituted by law and international standards instituted 
by treaty, both of which are widely accepted but rigid and unresponsive. 

• Voluntary consensus standards, by contrast, are created by open contribution 
and agreement of all parties, and specifically require that due-process 
procedures be created to ensure the concerns of all parties are accounted for 
fairly.  This includes widespread participation such that all interested parties 
can reasonably be considered accounted for, as well as an open forum for 
unfettered debate and protections for minority viewpoints to ensure full 
consideration under a consensus, rather than majority, decision-making 
system. 

 
Voluntary consensus standards have been created in a number of industries, and are 
deemed to be the most reputable, even if the most time-intensive, standard type to 
create.  The U.S. Government places a high value on the contributions of volunteers 
and the hard work of consensus-building activities in industry, trade, and standards 
groups.  The National Technology Transfer and Advancement Act of 1995 (NTTAA)2 
mandates that departments of the U.S. Government use the voluntary consensus 
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standards of non-government agencies, and was clarified3 to state that this included 
“the definition of terms” of concern in this article.   
 
For the security analysis and risk management profession, there is currently no body 
with the authority to mandate and the power to force the acceptance of a single set 
of definitions upon the industry.  This authority may eventually be found and enforced 
through the White House, such as the National Security Council or Office of the 
Director of National Intelligence, but at this time the actions necessary for this to 
occur have not been taken and numerous U.S. Government Accountability Office 
(GAO) reports and independent findings have not been sufficient to create the 
political will to enact a process that will function on mandate.  Thus, consensus has 
resulted in numerous corporate or government standards, but a true consensus in 
the industry has not emerged.  Without leadership and direction by a standard-setting 
body recognized by security analysis and risk management practitioners, it is also 
unlikely that full consensus standards will emerge.   
 
To address this problem, SARMA is taking the first steps towards gathering input for 
consensus standards, and as it works to develop a common lexicon for security 
analysis and risk management professionals, the defined procedures of voluntary 
consensus standards can be drawn upon to help in the effort. 
 
APPLYING VOLUNTARY CONSENSUS STANDARDS TO RISK MANAGEMENT 
 
In order to be valid voluntary consensus standards, the following criteria need to be 
met by the organization creating them: 
 

A voluntary consensus standards body is defined by the following attributes:  
(i) Openness.  
(ii) Balance of interest.  
(iii) Due process.  
(iv) An appeals process.  
(v) Consensus, which is defined as general agreement, but not necessarily 
unanimity, and includes a process for attempting to resolve objections by 
interested parties, as long as all comments have been fairly considered, 
each objector is advised of the disposition of his or her objection(s) and the 
reasons why, and the consensus body members are given an opportunity 
to change their votes after reviewing the comments.4 

 
These points will be addressed individually in the sections below.5 
 
Openness  
 
In order to gather the volunteer base necessary to reach a true voluntary consensus 
standard, the process needs to be open to all interested parties and permit the 
democratic flow of ideas.  General theory allows that the wider the base of input, the 
better and more representative the final product will be.  Organizations such as the 
American Society for Testing and Materials (now known as ASTM International), 
which develops technical standards worldwide, rely on a volunteer membership of 
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over 30,000 consumers, producers, and experts from the private and public sectors.  
As previously noted, a wide base of participation is necessary to ensure that all 
interested parties are accounted for in the consensus process. 
 
A fresh look at this factor shows that new opportunities for openness and new, more 
enabling technologies are changing the way that business is conducted and the way 
collaboration can happen.  New concepts such as Wikinomics and Web 2.0 are being 
implemented on the World Wide Web, creating information sharing mechanisms and 
social networking technologies that can be adapted to meet business needs.   
 
Don Tapscott, author of Wikinomics: How Mass Collaboration Changes Everything, 
analyzes the new shift in thought occurring in modern business today.  The ease of 
collaboration created by internet evolution is changing the corporate thought model.  
Rather than the best result coming from the increased collaboration of a single 
company or government agency getting a few dozen minds together, now it is 
possible to have hundreds to thousands of contributors working on a problem 
collaboratively, 
sharing knowledge to 
produce a better 
result.  As an 
example, Proctor & 
Gamble plans to 
have 50% of its new 
product d
coming from outside 
its own research and 
development office.

evelopment 

6  
By moving beyond 
ownership of ideas 
to decentralized 
contribution, better 
results can be 
created.  To achieve 
this level of product, business needs to conjoin an asymmetric collaboration network 
with a method for organizing and capturing knowledge.   

Knowledge 
Management 

Social Networks 

Web 1.0 
Static Internet 

Web 2.0 
Dynamic 
Collaboration 

Degree of Social Connectivity 

 
The use of MediaWiki open source software has revolutionized the information-
gathering capability of many entities.  While scalable up to millions of users and 
records as is done by Wikipedia, the same software has also been put to use within 
the Department of State to create Diplopedia7 and by the Director of National 
Intelligence to produce the interagency Intellipedia.8  The base functionality of this 
off-the-shelf tool allows many users to access a single set of documents and edit 
content in a fully-audited, traceable manner.  MediaWiki is an efficient and scalable 
knowledge management solution offering Wiki-based collaborative opportunities for a 
wide, open base of interactive input.   
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The weakness of the Wiki approach is exemplified by Wikipedia, which is widely 
criticized for the lack of reputability of its contributions.  Wikipedia is a free-for-all 
implementation of this software, resulting in the most persistent (i.e., loudest) voice 
coming through most often.  The implementations of Diplopedia and Intellipedia 
show how the same software can be used successfully when control and validation 
tools are added.  For use in a common lexicon environment, the Wiki approach allows 
the widest collection mechanism amongst industry practitioners and professionals, 
but to meet a standard of reputability and the minority-view consideration required 
for a voluntary consensus standard, controls of due process are required.  These are 
discussed below.   
 
Due Process 
 
Due process is where the free-wheeling and chaotic atmosphere typically associated 
with Wikipedia and its associated enterprises ends and the process of building a 
respected, authoritative, consensus-driven standard begins.   
 
Due process requires that all ideas be fairly heard and considered, all negative votes 
be fully assessed, and reasonable surety be complied with as a standard is advanced 
to towards acceptance.  As has been cited by other experts, “this tortuous process 
often takes years to produce a standard.”9  The use of advanced technical means of 
collaboration cannot be permitted to replace the rigor of this process, but it can 
greatly facilitate the speed at which collaboration can occur.  Handling discussion 
and casting votes through a robust online forum instead of by mail ballot, for 
example, can allow for far faster turn-around and examination of results.  A proper 
process of examination places the power in the hands of the entire organization’s 
membership, but ensures the results are coupled with the respect and reputability of 
its senior elected board.  A solid process of evaluation and acceptance ensures the 
reputability of the standards arrived at.   
 
The evaluation process has the following major steps: 

1. Collection of all current definitions (corporate, government, industry, or 
specialist); 

2. Review of definitions to find a consensus; 
3. Review of the consensus; 
4. Review of all dissenting votes; and 
5. Ratification by the organization.   

 
Open access to web-based knowledge management software, such as a Wiki 
solution, facilitates the first step, with the widest base of interested parties being 
able to contribute and thus ensure a broad base of input for consensus standards.  
Online collaboration tools, monitored by project teams, can then go beyond the Wiki 
limitations by allowing steps two through four to be handled accurately and in a 
documented fashion so that all minority views are heard, considered, and addressed 
as required for a voluntary consensus standard.  The existence of an organized and 
recognized body with the authority to oversee steps two through four makes step five 
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viable, with a documented form of due process making the organization’s ratification 
credible. 
 
Balance of Interest 
 
Balancing interests is what separates a voluntary consensus standard from other 
forms of standards – industry, corporate, government, etc.  It is recognized that 
industry experts have the greatest interest in achieving the benefits of 
standardization, and industry standards are therefore often completed.  To have a 
voluntary consensus standard, however, it is necessary that not only producers (in 
our case, security risk management analysts), but also their consumers (federal, 
state, and local governments, owners and operators of privately-owned critical 
infrastructure, etc.) and any interested third parties (academia, general public) have 
full input in the process.   
 
The purpose of this balancing in a voluntary consensus standard is to address all 
sides of the issue, and thus approach Pareto optimality10 with the standard created.  
Pareto optimality is a measure of efficiency considering all sides of an issue – it is 
the state at which the outcome cannot be further improved without harming another 
party.  This means, specifically, that it does not arrive at the best solution for industry, 
but instead the best solution for the producers and the consumers together, based 
on all sources of input.   
 
One problem with this approach, however, is that a voluntary consensus standard is 
created by volunteers.  Since the economic interests of industry professionals are 
generally served by the creation of standards, it is understood and accepted that they 
naturally have a greater interest in participation, and thus often compose the 
majority of any standard-setting body.  To this end, any organization that desires to 
be a legitimate standard-setting body needs to take steps to reach out to other 
communities and encourage their participation.  The standards body ASTM 
International, for example, has a set rule that the voting body of a committee cannot 
be composed more than 50% of producers when it works on developing technical 
standards.11  It is imperative that standard-setting organizations establish clear and 
consistent rules for representation that will imbue their findings with credibility. 
 
The role of due process in protecting a balance of interest comes into play in the 
crucial role of protecting minority viewpoints.  It is necessary to have firm procedures 
for handling and documenting the consideration of each point of feedback in the 
consensus process, which allows for a standard to be proposed, then votes to be 
cast.  Each negative vote should be captured, along with the underlying rationale.  
Then, each negative vote’s rationale should be considered by the voting body.  Some 
organizations put each negative vote to an additional vote as to whether its argument 
is persuasive, and a 2/3 agreement on the persuasiveness of the minority view 
sends the standard back for additional revision until the committee is satisfied that 
the concern is addressed.  In this way, each minority view is put to the consideration 
of the whole before a standard moves forward in the process.   
 

The views expressed herein are those of the individual authors and may not represent those of the institution. 
 
                                                                                     -- 86 --



 

 

Critical Infrastructure Protection: Elements of Risk 

Another issue with balance of interest is handling personal interest when arguing 
matters of public good.  It is necessary that people address this “big hat / little hat” 
issue by setting aside their personal, corporate, or agency roles when discussing 
standards intended for the good of the whole.  While the vast majority of participants 
are ethical and honorable in their actions, the flexibility built into the consensus 
system to protect minority viewpoints naturally permits unscrupulous participants to 
act unethically in attempting to sway a standard in a way that is more favorable to 
their personal viewpoint.  This issue is addressed at length in the Journal of Business 
Ethics by Mark Marpet,12 who concludes that the establishment of a clear code of 
ethical behavior, established and published by the regulatory body is both 
acceptable, and in fact necessary, to protect the interests of the whole.  He goes 
further to recommend that enforcement standards which allow for action against 
those found to be acting unethically should be established, with judgment passed by 
unaffiliated and unbiased membership and removal from participation for repeat 
offenses.  A firm policy established in advance with protections built in to prevent the 
silencing of minority views but permitting the removal of privileges for repeat 
offenders will improve the process and also serve to strengthen the reputability of the 
organization while limiting its susceptibility to legal action. 
 
An Appeals Process 
 
Even when the consensus process reaches a level of stability where it can be 
sanctioned and published for the use of all members, it is still important that it be 
open to renewed debate as the circumstances that would affect the Pareto optimal 
equilibrium arise.  It is natural that the publication and distribution of a standard will 
result in the generation of more concerned parties, which in turn results in the 
necessary inclusion of more minority viewpoints.   
 
In this vein, consensus standards are essentially “living documents” which can be 
subject to further contribution, discussion, and dissent as time goes on.  Technology 
helps here once again – by having a flexible media repository capable of receiving 
threaded and linked discussion, it becomes easy for grassroots discussion to occur 
amongst the membership and concerned parties, potentially reinitiating a review 
process within the standards body.  Public transparency once again proves to be the 
strength of a reputable process.   
 
THE SARMA COMMON LEXICON: CASE STUDY 
 
The security analysis and risk management profession has grown exponentially since 
the events of September 11, with many practitioners developing methodologies, and 
many government agencies establishing internal standards.  Professionals in the 
field have moved to create SARMA, a non-profit organization dedicated to 
establishing continuity across the profession.  It is SARMA’s intent to go beyond the 
bounds of corporate standards, government standards, or industry standards to 
create a viable voluntary consensus standard, common to private industry and 
government alike, that will allow for security analysis and risk management studies 
and results to be comparable across federal, state, and local agencies, as well as the 
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private sector.  Success in this endeavor will allow for efficiencies across each of 
these domains by way of public/private cooperation in developing the voluntary 
consensus standard.  SARMA has reviewed the requirements for being considered a 
standard-setting body under the rules of voluntary consensus standards, and is 
establishing a mechanism by which consensus standards can be developed for a 
common lexicon.   
 
Step 1: Technology 
 
SARMA has established a public, accessible web presence at http://www.sarma.org, 
and a web-based implementation of MediaWiki software at http://www.sarma-
wiki.org/ for the purpose of capturing input for its Common Lexicon Project.  This 
knowledge base allows users to come and identify themselves, then edit and add 
information to a public encyclopedia of security analysis and risk management terms 
and methodologies.  The MediaWiki solution provides the same backbone used by 
Wikipedia in the public sphere and Intellipedia and Diplopedia inside the U.S. 
Government, and is scalable up to any size needed without significant constraint.  
Edits are fully auditable and linked to user accounts, so the source of any edit can be 
traced by project staff or other users.  Threaded comment capability in the software 
allows for users to continue to add to and comment on the definitions without 
modifying them once an initial consensus version has been established.   
 

 
 
In the screenshot above, you can see an example of the revision tracking inherent in the MediaWiki 
technology.  Every revision ever made to a page is tracked, word by word and line by line, and tagged 
with the date, time, and user ID of the editor.  In this example, the sixth definition of Asset was added 
to SARMA Wiki based on information from a DoD directive on DCIP.   
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Step 2: Gathering Data 
 
As of December 2007, SARMA’s staff is in the data-gathering stage of the project, 
with definitions being collected for about 150 terms thus far.  Primary sources 
containing governmental department standards, corporate standards, and previous 
consolidations of industry standards continue to be gathered by SARMA volunteers, 
while an open call to the SARMA membership is issued for the entire membership 
base to contribute input from individual areas of expertise.   
 

 
Above is an example of a SARMA Lexicon entry during the data-gathering phase, showing references 
to verifiable Coast Guard, private sector, and DoD glossaries. 
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Step 3: Iterative Review 
 
As key definitions receive a critical mass of input and comment, the Common Lexicon 
Project Team will synthesize the results and work to create a core definition through 
linguistic deconstruction of the various definitions.  A definition, potentially with a 
series of sector-specific interpretations, will result and be sent to the membership for 
comment and dissent.  An online arena will be ready for threaded discussion on any 
definition proposal, with all dissenting votes being discussed according to voluntary 
consensus principles.   
 
This process will involve breaking down the definitions into a single, core definition 
and weeding out extraneous text to find a common meaning.  Since not all sectors in 
the industry will accommodate a one-size-fits-all approach, some terms may also 
have sector-specific subsets attached to them as well.  Finally, the historical context 
and usage of various public and private sector terminologies will be archived and 
referenced so that prior work and manuals can be understood appropriately and 
compared to current definitions and meanings.   
 
Step 4: Board Review 
 
Once a definition has reached consensus amongst the participating constituencies, it 
will be submitted to the SARMA Board of Directors for review and approval.  While 
members of the Board may have participated in the discussion process as SARMA 
members, their duty as part of the Board of Directors is to certify that the discussion 
and collaboration performed in arriving at the lexicon definition presented to them 
meets the standards of reputability required for a voluntary consensus standard, and 
thus can be certified by SARMA.   
 
Step 5: Publication 
 
SARMA will publish the common lexicon periodically in whatever forms are deemed 
most valuable by SARMA members – printed volume(s), online reference guides, etc.  
The SARMA Wiki will also be available for future comment, interpretation, or dissent, 
which will affect future published versions of common lexicon materials.  Unlike 
several other standard-setting bodies, SARMA is a non-profit professional 
association, and will not copyright or sell the resulting lexicon, instead focusing on 
sustaining donations and memberships and offering its common findings to the 
public for free.   
 
CONCLUSIONS 
 
Problems of interoperability and lexicon affect all practitioners in the security analysis 
and risk management industry, and cause problems for all government agencies and 
corporations who utilize security risk management techniques in their decision-
making.  These issues need to be addressed across the industry, overcoming both 
governmental and corporate boundaries to arrive at common terminology and 
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baselines to underlie methodology.  When successful, both public and private 
practitioners will benefit from reduced costs of collaboration, interoperability of 
results, and professionalization of the industry, allowing them to develop new 
theories and advance their efforts rather than continue to struggle with baseline 
concepts.   
 
SARMA offers a grassroots approach to the development of a common lexicon for the 
profession that is focused on independent and objective standardization of terms, 
working with a number of corporations, experts, and government agencies to achieve 
this goal.  It is not alone, however - the American Society for Industrial Security (now 
known as ASIS International) has also launched its own efforts to provide grassroots 
solutions to this problem.  These associations and others like them recognize the 
need for common terminology in the industry and the costs that are being incurred as 
a consequence of the lexicon problem not being resolved, and are motivated to work 
together to solve the problem out of their own interests as practitioners.  This has an 
added benefit for the U.S. Government, which incurs little to no cost for the creation 
of these standards – one of the reasons that legislation, the NTTAA, was signed into 
law in early 1996 to encourage government agencies to participate in and accept 
public voluntary consensus standards.   
 
When a common baseline is achieved for security analysis and risk management, 
including terminology, lexicon, methodology, and analytical principle, everyone 
benefits.  Training will allow the education of a new generation of analysts, costs for 
interoperability of analytical results will decrease, and the government will have a 
standard for comparison as new methodologies come to its attention.  Comparable 
analytical results provide increasing benefits as they rise to higher decision-makers 
who must make key policy decisions based on comparison of results, and for whom 
incompatible analysis has serious and long-lasting effects.  These benefits help the 
government and industry as a whole, and will result in a safer and more secure 
America as policy makers can base judgments on solid, reputable, and understood 
terminology and compatible methodologies.  
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The Intangible Value of Security in a Volatile Global Economy* 
 
Robert P. Liscouski and Nir Kossovsky 
 
 
It is not just bad management that can harm the value of intangible assets; they can be 
deliberately targeted for both criminal and political reasons. 
 
 
During the highly contested 1992 elections for the US Presidency, Democratic 
adviser James Carville realised he had to focus both the electorate and his 
candidate, Bill Clinton, on what really mattered: “It’s the Economy, Stupid.”  
 
In our volatile geopolitical environment, the economy of nation-states – most often 
the United States – is seen by those seeking to bring about political collapse as Carl 
von Clausewitz’s centre of gravity. And in an economy where intangible assets 
comprise upwards of 80% of the market capitalization of traded companies, the 
centre of gravity resides somewhere within the value of intellectual properties and 
other intangibles. 
 The von Clausewitzian 

Centre of Gravity 
 
     Carl Phillip Gottfried von 
Clausewitz (1780-1831) penned the 
magnum opus On War (1832), one of 
the two most important Western 
works ever written on the theory of 
warfare and strategy. The other is by 
the Athenian writer Thucydides: The 
Peloponnesian War (circa 400 BC). 
     A central metaphore of On War, a 
text increasingly used in business 
schools, is the centre of gravity. Its 
use remains essentially consistent 
with the concept’s representation in 
the mechanical sciences: “It is 
against that part of the enemy’s 
forces where they are most 
concentrated that, if a blow were to 
occur, the effect would emanate the 
furthest; furthermore, the greater the 
mass our own forces possess when 
they deliver the blow, the more 
certain we can be of the blow’s 
success.” 
     Striking at or otherwise upsetting 
the centre of gravity can cause the 
object to lose its balance or 
equilibrium and fall to the ground. 
The US economy is the centre of 
gravity of the US government and 
intangible assets are at the heart of 
the US economy. 

Intangible assets interdependently support a 
company’s enterprise value. This article looks at 
security as an intangible asset and defines 
board-level strategies now being examined by the 
Intangible Asset Finance Society’s (IAFS) Security 
Risk Management Committee that can help 
companies realise and protect that value.  
 
SECURITY IS AN INTANGIBLE ASSET 
 
Like reputation, safety and quality, security 
comprises elements of what is generally known 
as a brand and interdependently supports other 
intangibles comprising intellectual properties. 
Collectively, superior management of security 
and other intangibles is associated with higher 
gross margins, net income, earnings multiples, 
enterprise value and market capitalisation.  
 
In companies spanning a wide range of 
industries, security risk is recognised as being 
material to the enterprise. Table 1 shows a 
sample of companies across all of the major US 
trading exchanges disclosing in their 2006 
annual reports risks from terrorism. That such 
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risks are disclosed in filings to the US Securities and Exchange Commission indicates 
that company boards recognise the materiality of these risks and, as such, accept 
that it is a board level responsibility to oversee management of these risks. 
 

Ticker Name Market Business 
SMTC  SEMTECH CORP  NasdaqGM  Semiconductor – integrated  
MPR  MET PRO CP  NYSE  Diversified machinery  
DEBS  DEB SHOPS INC  NasdaqGS  Apparel stores  
TAG  TAG IT PACIFIC INC  AMEX  Textile – apparel clothing  
SAI  SAIC INC  NYSE  Technical services  
ARSD.OB  ARABIAN AMER DEV CO OTC BB  Oil & gas refining & marketing  
PVH  PHILLIPS VAN HEUSEN  NYSE  Textile – apparel clothing  
JCP  PENNEY J C CO HOLDIN NYSE  Department stores  

 
Table 1. Companies disclosing in their 10-K SEC filing a material security risk 

 
SECURITY PERILS ARE NOT INTANGIBLE 
 
Since 2001, US businesses and other icons have increasingly become the primary 
focus, as enemies of the state have shifted their targets from assets owned by the 
government to assets owned by the private business sector with the goal of 
maximising enterprise damage. And consistent with the economic focus, an 
increasingly larger share of the known US targets are in the financial sector. 
 
Security perils are not limited to nonstate actors (terrorists). State sponsored sources 
of peril, organised crime groups, extortionists and common criminals can all find 
value in destroying, or threatening to destroy, the intangible asset value of a business 
or industry sector. Table 2 summarises recent publicly disclosed terror threats and 
attacks, not only on US businesses and icons but also those from other western 
countries. 
 

Target  Year(s)  Actor  
Achille Lauro – (target was cruise ship 
with American passengers) 

1985 Palestine Liberation Organisation 

Pam Am 103 (target was “US airlines” of 
which Pan Am was most iconic)  

1987  Libya – state sponsor  

McDonald’s as an iconic US business in 
Europe and other parts of the world  

Frequent target  
since the 1980s  

Various nationalist, ecological and far 
left inspired organisations  

World Trade Center, New York City  1992  Al Qaeda  
World Trade Center, New York City  2001  Al Qaeda  
CitiGroup Buildings, New York City  Summer 2004  Al Qaeda Threat  
Wall Street/NY Stock Exchange  Summer 2004  Al Qaeda Threat  
Prudential Insurance Company  Summer 2004  Al Qaeda Threat  
BP in Colombia  Current  Regional terrorist organisations  
Shell Nigeria and Algeria  Current  Regional terrorist organisations  
Mobil Nigeria and Algeria  Current  Regional terrorist organisations  

 
Table 2. Recent attacks and threats to enterprise value 
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GOOD SECURITY RISK MANAGEMENT PRACTICES 
 
The Security Risk Management Committee of the IAFS has been evolving corporate 
governance standards for intangible asset management based, in part, on a risk 
analysis model initially developed at the US Department of Homeland Security. The 
first of two central tenets of this model is that risk arises from the difference between 
threat capability/probability and precautionary capability/effectiveness (Figure 1).  
 
Figures 1a & 1b 
 
Risk arises from the difference between threat capability/probability and 
precautionary capability/effectiveness (1a). This implies that an optimal level of 
security product deployments and security process implementations is relative and 
that acute changes in either the threat or precautionary capabilities create periods of 
maximum relative risk (1b) 
 

 
 

Figure 1a. Time series of threat and capability volatility 
 

 
 

Figure 1b. Time series of relative risk 
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This model implies that an optimal level of security product deployments and security 
process implementations is relative, and that acute changes in either the threat or 
precautionary capabilities create periods of maximum relative risk. For example, 
Figure 2 shows that the capital markets recognised the rise in relative risk associated 
with US-based hotel chains following the 11th September 2001 attack on the World 
Trade Center. 
 
Figure 2 
 
The interplay between security and stock price volatility. Note the rise in beta of an 
index of US corporate hotel businesses over the past few years as high profile 
security events have increased concerns about the sector’s economic security. 
 

 
 

Figure 2. Hotel index beta relative to S&P 500 
 
The second tenet is that events will nevertheless occur. In such instances, 
recovering, reconstructing and or reconstituting the lost intangible assets – resilience 
in security parlance – will determine whether the impairment is ultimately fatal or 
merely disruptive. 
 
Insurances can provide capital to support a good practice for optimising resilience in 
companies where corporate controls at the board level have paved the way for the 
adoption of a robust intangible asset management philosophy, and the 
establishment of highly protected risks (within the insurance industry, Highly 
Protected Risk (HPR) is a status awarded when the insured object meets higher 
standards in order to obtain significantly lower premiums. Protections relate to 
conformance with good risk management practices and best practice standards). 
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A FRAMEWORK FOR GOOD SECURITY RISK MANAGEMENT PRACTICES 
 
Operationally, the primary challenge for those tasked with preserving enterprise value 
by maximising resilience – the corporate board – is setting targets for management. 
There are no standards for what is secure enough, no meaningful actuarial measure 
of threat and no framework for reasonableness of capital investment. In fact, the only 
certain fact is that security events, or threats of security events, can be catastrophic 
in terms of enterprise value. 
 
We suggest a process comprising five steps, that similar to good manufacturing 
practices and other process standards, can not guarantee a good outcome but can 
improve the probabilities: 
 

• Identifying the priorities. 
• Managing risk in a dynamic and ambiguous threat environment. 
• Ensuring commitment. 
• Making the business case. 
• Battling complacency. 

 
Priorities 
 
In every industry, certain aspects of its operations provide all stakeholders with 
assurances that the goods and services delivered will meet quality standards. In the 
food industry it is freedom from contaminants, toxins and poisons. Thus, the Tylenol 
poisoning (criminal), the Taco Bell and spinach E. Coli scares (accident) and the 
current scare over pet food contamination (culprits, if any, undetermined at this time) 
all represent central intangible priorities where security threats may manifest. In the 
travel industry, it is a combination of health (cruise line Norwalk virus matter), 
customer service (Jet Blue IT systems collapse) or the most basic freedom from 
assault (cruise line Achille Lauro). Identifying the areas where an attack will cause 
maximum damage to enterprise value (the centre of gravity) is the first step in good 
security intangible asset risk management practice. Building resilience into the 
business to protect against enterprise value loss following an attack includes both 
the repair of people, products and processes impaired by an attack, as well as 
devising a world class communications plan resulting in sustainable market and 
consumer confidence in the company’s ongoing ability to deliver its products and 
honour its financial obligations. 
 
Managing Risk in a Dynamic and Ambiguous Threat Environment 
 
Recognising that risk is relative, as illustrated in Figure 1, a and b, good risk 
management practices call for a rich understanding of the baseline geopolitical and 
criminal threat environment as those threats relate to the companies vulnerabilities. 
This involves the constant flow of information to senior decision makers regarding 
evolving threat conditions; and accurate identification and assessment of an entity’s 
baseline security measures and vulnerabilities. In our practice, we tend to segment 
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businesses by industry category and organisations on the basis of people processes, 
physical measures and cyber measures. 
 
Organisational Commitment 
 
As with other matters that speak to enterprise value, an organisation must engage its 
leadership at the highest level, i.e., board and C-level leadership. Within this 
leadership, two cultural values must flow through the organisation: 
 

• A culture of communication. Those at the tactical level closest to threat data 
must understand that they are empowered to question security assumptions.  

 
• A culture of action. There is never enough or proper information and those 

empowered to act need to be willing and able to act on the basis of 
information available. As Clausewitz noted: “It is even better to act quickly and 
err than to hesitate until the time of action is past.” 

 
Initial and Ongoing Investments 
 
The business case for risk mitigation and insurances to protect enterprise value 
against catastrophic security risk may not conform to a conventional ROI analysis. On 
the other hand, in the absence of reasonable efforts, liability falls squarely on those 
charged with corporate governance, affirming the principle that catastrophic risk 
management is a core strategic concern. 
 
Two aspects of good intangible asset risk management practices warrant repeating: 
 

• Monitor and establish procedures to reduce vulnerabilities above the baseline 
as the threat changes. 

 
• Seek insurances and other efficient risk transfer instruments to cover the 

costs arising from implementation of a plan leading to resilience. 
 
Battling Complacency 
 
The absence of an event may lead to a lack of focus and appreciation of the 
magnitude of the security perils to intangible asset and therefore enterprise value. 
Financial pressures may lead to a questioning of the ongoing wisdom of sustained 
investments. The single most effective means of combating complacency is to 
conform to good practices and ensure the periodic board-level examination of the 
risk management processes (Figure 3). 
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Figure 3. Questions for a board of directors, the answers to which would be  
part of a company-specific intangible asset management standard 

 
GOOD SECURITY RISK MANAGEMENT STANDARDS 
 

Table 3: Exemplary source materials for 
crafting intangible asset management 
standards relating to security and enterprise 
value 
 
Selected cross industry best 
practices/guidelines: 

• ISO17799 Code of Practice for Cyber 
Security. 

• ISO13335 Risk Management 
Controls. 

• ISO15408 Common Criteria. 
• NFPA1600 Standards for Physical 

Safety. 
• ASIS Security Guidelines for 

Homeland Security. 
 

Selected sector-specific best 
practices/guidelines: 

• Responsible Care Standards 
(chemical). 

• NERC1200 (energy). 
• FFIEC Handbook for Audit (financial 

services). 
• AAR Class I Freight Guidelines 

(transportation). 
• American Lifeline Alliance Standards  

(oil & gas). 
• FTA Emergency Preparedness 

(transportation). 

The IAFS’s Security Risk Management Committee recognises that security issues are 
historic matters of corporate concern and much work has been done by industry, 
associations and certain government agencies such as the Department of Homeland 
Security in the US, to craft guidelines for different operational risks. The Committee 
recognises that industry knows best how 
to govern its processes and will draw upon 
these sources, and others, to craft an 
integrated standard that defines 
standards at the corporate governance 
level. Exemplary resources include general 
guidelines useful across many industries 
and sector-specific guidelines from 
industries that tend to be closely 
regulated (Table 3). 
 
The board of directors oversees 
management and the audit committee 
oversees financial controls that include 
asset utilization and protection. The IAFS’s 
Security Risk Management Committee 
believes it is critical that the board and 
senior company management abandon 
the historical notion that security relates 
to guns, gates and guards, and adopts a 
comprehensive approach to protecting its 
brand and intangible assets. The changing 
risk environment demands forward 
thinking on this topic as many past 
incidents have demonstrated that the 
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intangibles are now perceived as the centre of gravity. 
 
In most traded companies, the buck stops with the CEO and the board of directors. In 
companies where intangible assets comprise a material fraction of the market 
capitalisation, shareholders reasonably expect that the company will have in place 
systems to ensure the optimal management of those assets and resilience should 
those assets be impaired. Security triggers are one source of catastrophic perils. 
 
Controls and related processes can be reflected in good practice standards and can 
reduce the variance associated with asset management. The Intangible Asset 
Finance Society’s Security Risk Management Committee invites comments and 
participation as it labours to promulgate IAM standards. As James Carville might say 
today: “It’s the intangibles, stupid.” 

 

 

Robert P. Liscouski is an executive-in-residence with Centurion Holdings, LLC, New 
York, and chairs the Intangible Asset Finance Society’s Security Risk Management 
Committee.  He is the former Assistant Secretary for Infrastructure Protection, US 
Department of Homeland Security. 
 
Nir Kossovsky, MD is the CEO of Steel City Re, LLC, an enterprise value assurance 
company headquartered in Pittsburgh, and also serves as the Executive Secretary 
of the Intangible Asset Finance Society. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
* A version of this article first appeared in Issue 24 of Intellectual Asset Management/IAM magazine, June/July 
2007.  IAM magazine (www.iam-magazine.com) is published by Globe White Page Ltd. 
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This monograph was compiled by Liz Jackson of the Critical 
Infrastructure Protection Program, George Mason University School of 
Law.  Please forward any questions or comments to: 
 
Liz Jackson, Senior Associate, Special Projects 
ejackso4@gmu.edu 
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Critical Infrastructure Protection Program Resources 
 
In addition to project information and research products posted on the Critical 
Infrastructure Protection (CIP) Program’s website (http://cipp.gmu.edu/), the Program 
offers two resources for critical infrastructure-related information.  The first, The CIP 
Report, is the CIP Program’s monthly newsletter.  The second, the CIP Library, is an 
online repository of information about critical infrastructure protection and other topics 
of interest. 
 

The CIP Report  

As part of its outreach efforts, and in order to maintain awareness about critical 
infrastructure, the CIP Program generates a monthly newsletter (The CIP Report) that is 
read by innumerable stakeholders from the public and private sectors, academia, 
international organizations, and other entities concerned with critical infrastructure.  The 
inaugural issue of The CIP Report was released in July 2002, and all issues of The CIP 
Report are publicly available in The CIP Report Archive 
(http://cipp.gmu.edu/report/cip_reportarch.php).   
 

The CIP Report typically includes interviews with high-level government officials or private 
sector executives, background pieces on select topics, and articles by CIP Program staff 
discussing a range of timely issues and Program research projects.  The theme of each 
issue varies and regularly addresses topics of current discussion in the homeland 
security arena.  Numerous critical infrastructure and key resource (CI/KR) sectors have 
been covered by The CIP Report.  The past few years, a dedicated issue has been 
released on international critical infrastructure protection, featuring interviews and 
articles from contributors around the globe.  Issues have also focused on research and 
training.    
 

Through The CIP Report, the CIP Program facilitates discussion of key topics and informs 
readers of valuable information concerning the field of critical infrastructure protection.  
The Program also continually engages readers to elicit feedback, providing insight into 
current topics of discussion in the critical infrastructure community for future issues.  
 

CIP Library 

The CIP Library (http://cipp.gmu.edu/clib/) features numerous webpages housing a 
wealth of information about critical infrastructure protection, as well as topics such as 
infrastructure recovery and restoration.  These webpages include: 
 

• Bibliography of CIP Program-Sponsored Research Publications; 
• Summary of CIP Program-Sponsored Projects; 
• CIP Digital Archive; 
• Selective Government Reports on Infrastructure Protection;  
• Selective Reports on Critical Infrastructure Recovery and Restoration;  
• Selective Government Reports on Hurricanes; and 
• Selective International Reports and Other Documents. 

 

The first two webpages feature abstracts of CIP Program-sponsored works.  The contents 
of the remaining webpages include government reports and directives; congressional 
reports, hearing transcripts, and legislation; publications of notable non-government 
organizations; and other relevant documents and weblinks.  A synopsis of each webpage 
is found on the CIP Library’s main page.  The CIP Library is frequently updated with new 
information to ensure users remain well-informed on this important subject matter. 

 

http://cipp.gmu.edu/
http://cipp.gmu.edu/report/cip_reportarch.php
http://cipp.gmu.edu/clib/
http://cipp.gmu.edu/clib/publications.php
http://cipp.gmu.edu/clib/library.php
http://cipp.gmu.edu/clib/CIPDigitalArchive.php
http://cipp.gmu.edu/clib/reports.php
http://cipp.gmu.edu/clib/crs-other.php
http://cipp.gmu.edu/clib/hurricane_reports.php
http://cipp.gmu.edu/clib/international.php
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