Introduction

In a time of aging infrastructure and cyber threats at historic peaks, the concern of failure in the critical infrastructure that supports society touches every corner of the private and public sectors. The military is not immune to these concerns, and though defense installations implement extensive mission assurance measures to remain operational in the event of an attack, disaster, or other major disruption, significant interdependencies with civilian critical infrastructure remain in the daily operations of domestic defense facilities.

Day-to-day operations of most facilities still rely on the availability of community transportation, water, power, and communications infrastructure. Even where contingencies exist to cover shortfalls in these capabilities, the greatest longevity and efficiency in operations comes from ensuring the security and resilience of community resources.

The military is no stranger to engagement with the private sector. The Department of Defense (DoD) is the largest source of government contracts in the United States. In recent years, DoD has used the contracting process as a tool to enhance systems security for defense resources in the Defense Industrial Base, implementing security provisions to the Defense Federal Acquisition Regulation Supplement (DFARS).

However, these provisions remain relatively narrow in scope, addressing information security for controlled technical information and supply-chain security measures for national security systems. Existing regulations focus on manufacturing and research contractors in the Defense Industrial Base who engage directly with sensitive IT systems, which touch only the periphery of community infrastructure vulnerabilities. Furthermore, aside from direct intervention in operations, deterrence in the procurement system stems from legal liability under contract and tort, where damages are only applied after a breach has already occurred.

The legal framework for implementing effective security measures for these critical systems is in a constant state of development with solutions coming piecemeal from a wide assortment of actors. The tools that currently exist are utilized from a perspective that treats ad hoc implementation and *ex post facto* enforcement as adequate. These legal tools are
less cumbersome than prescriptive regulation and preventative measures, but the potential harm resulting from a massive disruption to the community power grid or transportation system is not easily remedied by monetary damages, especially when such a disruption bleeds into the operational effectiveness of a nearby defense facility.

For these reasons economic, policy, and legal tools must be implemented to provide DoD the ability to more directly influence maintenance and security of the critical infrastructure in communities surrounding defense facilities, especially in those lifeline sectors that most intrinsically support operations. In the following pages, we examine existing regulations and procedures in the contracting and acquisitions arena that could be adapted for contracts with local and regional asset operators and owners. We then examine other enabling measures that would grant DoD the necessary authority to more directly engage with both public- and private-sector entities responsible for the security and resilience of the critical infrastructure that feeds into these facilities.

Background

Current Critical Infrastructure Policy

While a full history of critical infrastructure (CI) governance in the United States is unnecessary here, a brief overview of current law and policy in the CI space would prove useful. The identification and distribution of CI sectors across federal agency jurisdictions has shifted several times over the past 25 years.¹ The current definition and classification of CI comes from the USA PATRIOT Act via Presidential Policy Directive 21 (PPD-21), issued by President Obama in 2013. Here, CI is defined as “systems and assets, whether physical or virtual, so vital to the United States that the incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.”²

Central policy in critical infrastructure protection (CIP) is communicated by DHS through the National Infrastructure Protection Plan (NIPP), now in its third edition, released in 2013.³ In this document, CI taxonomy has evolved to a list of 16 sectors governed
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by several sector specific federal agencies with the Department of Homeland Security (DHS) serving as the policy hub. Of these sectors, four have been identified as “lifeline” sectors: energy, transportation, water, and communications. Given the size and scope of these sectors, most are the purview of non-DHS offices in the federal government—the Department of Energy, Department of Transportation, and Environmental Protection Agency for energy, transportation, and water, respectively.

In its latest iteration, the NIPP outlines several policy changes, most relevantly a shift from protection to security and resilience, greater emphasis on the interplay of cyber and physical threats, and more promotion of public-private partnerships. Cybersecurity, in this context, is not a sector, but rather a consideration ubiquitous to all sectors.

This paper will focus on the lifeline sectors, particularly energy, and related cyber concerns, especially threats of kinetic cyber attacks, or intrusions that result in physical harm to systems and assets. Loss of power results in more immediate consequences for operations involving all manner of other equipment, resulting in cascading disruptions across other sectors. Furthermore, outside of the communications sector, emerging smart grid technology shows the greatest potential to develop into a ubiquitous data network connecting CI assets. That said, we do not discount the possibility that other physical lifeline assets have received inadequate attention and that improved standards for these systems may prove beneficial.

**Cybersecurity Law and Policy**

The law of cybersecurity has evolved slowly out of a combination of existing laws covering seemingly unrelated areas of criminal, antitrust, communications, and information law, among other, and newer laws that have tried to adapt to ever-changing digital technology. With the bulk of internet-connected assets in the hands of the private sector, cybersecurity policy has remained a primarily civilian domain. The notion of cyber warfare is a fairly recent development and remains a subject of speculation in current legal
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discourse. Even as these conversations and the potential for military involvement in cyberspace grow, civilian industry and law enforcement remain the principal actors in matters of cybersecurity. Such is the case even when agents of foreign nations are the threat.

For instance, in 2014 the Department of Justice (DoJ) charged five Chinese military hackers for cyber attacks targeting several major United States companies, resulting in the loss of billions of dollars over nearly a decade. Analogous physical attacks against U.S. assets by military personnel of a foreign government could be treated as a justification for retaliatory military action. In the case of these breaches, the U.S. government took to the courts, treating the attacks as criminal, rather than military, acts despite their perpetration by military agents of a nation.

As this illustrates, the Department of Defense (DoD) does not currently exercise a robust role in cybersecurity outside of the military and Defense Industrial Base (DIB). Cybersecurity for civilian assets is governed by a mix of authorities scattered across multiple government agencies coordinated by DHS. In this role, DHS and the sector-specific agencies responsible for CI perform two primary functions: (1) coordinating and developing policies for uniformity and efficiency of cyber operations across and within the federal government and (2) engaging the private sector to encourage information sharing, reporting, and security best practices.

Efforts to implement Federal government standards have been more successful than similar efforts to standardize security for private-sector assets to date. Since 1987, the National Institute of Standards and Technology (NIST), an agency within the Department of Commerce, has been responsible for developing standards for federal computer systems. In 2002, NIST gained new cybersecurity research responsibilities (shared with the National Science Foundation) and, with the Office of Management and Budget, took a greater role in
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developing federal agency cybersecurity policies and standards.\textsuperscript{16} More recently, Executive Order 13636 directed NIST to create a cyber risk management framework.\textsuperscript{17} The first version of this document, hereafter referred to as “the Framework,” was released in February 2014.\textsuperscript{18}

Unlike more specific standards NIST has developed for government security practices, the Framework is a high-level overview of voluntary measures a firm can use to customize a security “profile” to the particular circumstances of the organization. A full discussion of the Framework is beyond the scope we address here. In brief, there is nothing prescriptive or specific in the Framework’s guidance. Instead, the Framework recommends that companies develop “target profiles” as a guide for expansion and implementation of security measures, leaving specific measures to be determined by each firm.\textsuperscript{19} This customization may encourage adoption by a greater number of operators but limits the Framework’s utility as an enforceable standard.\textsuperscript{20} In the absence of prescribed standards, strong economic forces are necessary to promote comprehensive security among the diverse and abundant asset across the private sector.

The cost associated with loss to and prevention of cyber crime is one such force. Research indicates these costs are growing steadily each year. The Ponemon Institute found in an international study of 257 companies in 2014 that the average annualized cost per company of cybersecurity was about $7.5 million, representing a global increase of about 10.4 percent over the previous year.\textsuperscript{21} In the same study, Ponemon found that the sector with the highest annualized cost was the Energy and Utilities sector at about $13.18 million per company each year.\textsuperscript{22} As an industry that serves nearly all consumers in the country, utilities are lucrative targets for malicious actors. Not only do utility companies possess large amounts of consumer financial data, they also support vital public services like hospitals, sanitation, water, traffic control, and many others. Disruptions in public utilities, especially
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power, can cause cascading disruptions across various other sectors. In communities that contain or abut defense facilities, these cascading effects could lead to disruptions in military operational readiness.

This is especially true with the emergence of the Internet of Things (IoT). IoT refers to the trend toward greater networking and integration of all manner of common electronics, allowing data sharing and control functions through connected devices. In the consumer space, this includes wirelessly controlled appliances, entertainment systems, and even lighting. In the industrial sense, the IoT concept can be found in newer supervisory control and data acquisition (SCADA) systems, among others.

The security and resilience impacts of the IoT model are constantly evolving and provide a double-edged sword. On the one hand, greater use of IoT devices follows the general trend toward decentralization of control systems. As networking technology has progressed, SCADA systems have moved away from monolithic networks tied to central control locations towards ever more distributed control networks. As the networks increase in size and individual nodes become more autonomous, the damage inflicted on a system by the destruction or disruption of a single device or node is reduced. At the extreme, each device could be designed so that the loss of even a significant portion of the networked devices would not fully disrupt the continued function of the remaining systems.

While this resilience marks a clear improvement, such a configuration also introduces vulnerabilities in the form of increasing numbers of potential access points for a malicious hacker. Without regard to security, the efficiency of an IoT system results from the integration of more functions between various devices connected in the network. The greatest utility would come from persistent connectivity of the maximum number of assets to all available wireless-enabled control devices (i.e., computers, phones, tablets, etc.).
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In this scenario, each asset becomes a potential avenue for access to a core system that is capable of controlling functions and data in all other networked devices. A vulnerability in a networked lamp outside a home could give a hacker access to the home’s security system, for example. The likelihood of such access has been exacerbated by the rapid technological development of IoT devices to meet market demand. Technical capabilities have advanced so quickly that manufacturers seeking to capitalize on new products ahead of competitors have sold devices without adequate security measures included. HP found as recently as July 2014 that as many as 70 percent of the most common consumer IoT devices on the market contained security vulnerabilities, averaging 25 vulnerabilities per device.

Even without such direct access, hackers already exploit vulnerabilities external to a targeted system, leaving key elements of network security in the hands of third parties. The recent Target breach serves as an example. The hackers behind the Target breach were able to gain access to the company’s network through spear phishing e-mails sent to an HVAC company with credentials for the Target network. By obtaining legitimate credentials through an employee of this contractor, the hackers gained access to the internal network of Target. Through this vulnerability, the hackers were then able to access the company’s point-of-sale system and steal millions of pieces of customer data. This type of vulnerability through a third party expands further if the seemingly isolated system, such as an HVAC system, is integrated with a company’s internal network.

While data theft remains a significant concern for both commerce and national security, inadequate attention has been given to the capability of remote hackers to disrupt or even physically damage industrial equipment through purely digital means, what some have referred to as kinetic cyber threats. Experts have hypothesized such threats for years, with nightmare scenarios including manipulation of GPS systems and flight control systems to cause vehicular crashes, disruption of industrial controls for inherently dangerous equipment, etc. Only recently have such concerns been proven a reality.

The first confirmed case of a successful kinetic cyber attack came as the result of the Stuxnet worm. This malicious code acts in three phases: (1) it infiltrates Windows-based machines and replicates across networked devices, including USB storage devices, (2) it seeks
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out Siemens Step7 software, a Windows-based industrial control program, and (3) it then compromises the programmable logic controls of the system, allowing for both monitoring and manipulation of equipment.\textsuperscript{31} Reports suggest that in 2010 Stuxnet successfully damaged centrifuges in some of the uranium enrichment facilities operated as part of Iran’s nuclear program.\textsuperscript{32} Other reports suggest that similar attacks have been attempted elsewhere, though without success.\textsuperscript{33} Still others suggest precursors to Stuxnet were behind pipeline incidents in Turkey several years ago.\textsuperscript{34}

More recently, the German government reported that an unidentified steel mill in Germany was the victim of a sophisticated spear-phishing attack that resulted in damage to the facility’s equipment. The attacker reportedly first gained access to the plant’s office network, eventually working through to the industrial control system. The attacks resulted in multiple failures, including an incident where a blast furnace was unable to be engaged in a controlled shutdown, resulting in “massive damage.”\textsuperscript{35} The report indicates that the attacker likely had sophisticated technical skills not only in IT security, but also extensive knowledge of technical control systems and production processes.\textsuperscript{36}

These attacks show that there is an extant threat to physical infrastructure that relies on networked control systems. With the current trend toward greater integration of system components, the future promises increased opportunities for cyber attackers wishing to target critical infrastructure with kinetic cyber attacks. Unfortunately, many utilities have traditionally chosen to forego regular system patching and updates for industrial control systems to avoid service outages.\textsuperscript{37} As a result, even as regulators move to address such

deficiencies, many control systems are now outdated at a time when network integration is becoming more widespread.

**Defense Engagement with Infrastructure**

In PPD-21, the Department of Defense is given responsibility for only one CI sector, the Defense Industrial Base (DIB). This sector includes the production, design, and research industries that enable military operations, but explicitly excludes commercial infrastructure for the power, communications, water, and transportation sectors, who are fully under the jurisdiction of their respective sector-specific agencies. Within the DIB, DoD has provided a number of tools to improve cybersecurity, such as the DIB Cybersecurity and Information Assurance (CS/IA) program, which provides a voluntary mechanism for the sharing of cyber threat information within the defense community. The National Council of Information Sharing and Analysis Centers (ISACs) also maintains a DIB ISAC as a vehicle for sharing threat information in an all hazards approach, which includes cyber threats. To date, outside of contracting regulations, these other cybersecurity efforts remain voluntary for sector stakeholders and inapplicable for non-DIB utilities that service defense facilities.

DoD operates a distributed network of facilities and installations both domestically and overseas on which it relies to generate its capabilities. As with installations in the civilian sector, these assets depend on civilian infrastructure to operate. In turn, DoD fulfills most of its requirement for essential services such as energy, communications, and water through contracts with local providers. DoD facilities link to their surrounding networks and to national capabilities through civilian transportation systems across land, sea, and air. DoD procures these services on an as-needed basis through contracts of varying duration. Often these procurement decisions are made locally on an installation, guided by local- or service-level policy.
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Monitoring these contract relationships and the performance of local service providers falls to installation- and service-level contract offices. In the case of lifeline services, delivery will in many cases be limited to one or a few providers in the vicinity of the installation. Connection of these lifeline services to the installation requires coordination between the local service provider and installation logistics personnel. There are a host of local policies and procedures that are beyond the scope of this study for analysis, but all rest on the basic foundation of the authorities defined in this study. In this light, leaders must establish whether local personnel operate with sufficient authority to ensure that providers of lifeline services deliver with a level of security sufficient to safeguard DoD assets.

In addition, DoD assets must operate with a degree of mission assurance sufficient to fulfill defense requirements. Disruptions in lifeline sectors carry the potential to compromise mission assurance, so local installations must ensure that security measures used by critical infrastructure operators remain sufficient to avoid disruption or minimize the consequences of a disruption to services should one occur. Mission assurance requires DoD to have relationships with private-sector firms so as to ensure that security resources and practices are adequate in light of current trends of cyber vulnerabilities in civilian firms.

The U.S. Government Accountability Office has examined the degree to which DoD facilities rely on civil utilities, as well as the frequency and cost of disruptions in connected infrastructure. The GAO Report on this topic found the DoD reported 180 power disruptions lasting 8 hours or longer in fiscal year 2013, resulting in an average cost of around $220,000 per day. GAO suggests that current DoD reporting procedures for such disruptions are not comprehensive or entirely accurate and could be massively underreporting the frequency of such events. In the past, these disruptions have been primarily the result of mechanical failures and extreme weather events, but GAO, citing the 2015 Defense Cyber Strategy, notes that cyber threats will become a growing concern in the future. As a result, DoD is developing guidelines for the cybersecurity of industrial control systems (ICS), due for implementation in 2018. These guidelines will seek to address
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vulnerabilities in DoD-operated ICS assets, but will not, under current plans, extend to external ICS that supports DoD facilities.

The threat to mission assurance posed by loss of service from community infrastructure has started a push for some facilities to seek independence from civilian services. This year Fort Knox became the first domestic defense facility to become completely self-reliant, allowing it to operate completely off the civilian power grid using completely renewable sources.\^51 In addition to power independence, the installation is also capable of satisfying its own gas, water, and wastewater treatment needs. Though these measures are the culmination of decades of investment, the push for full self-sufficiency came after a 2009 ice storm left Fort Knox without power for almost a week, bringing operations to a halt and forcing soldiers to abandon their homes on the base.\^52 If threats to civilian infrastructure near defense facilities continue to increase without adequate increases in security and resilience, Fort Knox could and should become a model for other facilities.\^53

The most recent strategic plans from DoD have included calls for increased utilization of reserve and National Guard forces to enhance cybersecurity capabilities within the active branches.\^54 These forces are uniquely positioned to draw upon the professional and educational experiences provided by the civilian careers in which service members are engaged. Members of the Guard and reserve already working in high-tech jobs in information technology, finance, security, health, and defense firms possess a level of knowledge that would be expensive to replicate through training new recruits in the active branches.\^55 These civilian careers also provide continuing education and training that would serve to supplement reservists’ and Guardsmen’s roles in a cyber task force. The Guard’s flexible role as both a state and federal resource could also serve as a tool for harmonizing cyber policy at the state level. Through targeted recruitment, the Guard and reserve could increase the number of such skilled members moving forward ensuring a sustained pool of talent in the future.

\^52 Ibid.
Legal Authority and Models

Legal tools in the areas of critical infrastructure protection and cybersecurity are numerous and scattered across various statutes, regulations, and executive orders. Taken broadly, these laws govern the authority and procedures for the federal government to contract with or directly regulate the private sector.

Current Executive and Legislative Cybersecurity Policy

With high-profile cyber attacks against various large companies in the United States increasing in frequency over recent years, cybersecurity has come to the forefront of national security policy. Early in 2015, the President issued an executive order calling for measures to increase utilization of Information Sharing and Analysis Organizations (ISAOs) as defined in the Homeland Security Act of 2002. The White House also released legislative and executive proposals to address gaps in current security policy. These proposals identified information sharing and law enforcement as targets for legislative reform, and also drew attention to a 2014 report from DoD and GSA calling for improvement of cybersecurity through the federal procurement process.

As it stands now, no major cybersecurity legislation has been enacted since 2002, with some smaller measures coming into effect, most of which address the security of federal systems. Many proposals have been put forward in that time, with information sharing tools and standards topping the list of priorities for legislation facing the private sector. Several measures have been introduced in recent years to further enhance these efforts, including the reforms embodied in the Federal Information Security Modernization Act.
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(FISMA) passed in 2014 and the Cybersecurity Information Sharing Act of 2015 (CISA) currently under consideration. Additional reforms enhance and refine NIST efforts by updating their research and standard-development authorities, including the establishment of statutory authority for the development of international cybersecurity technical standards and a federal cloud-computing strategy, as well as to further formalize the central role of DHS in the coordination of federal information sharing by explicitly establishing the National Cybersecurity and Communications Integration Center (NCCIC). With CISA and its equivalent House bills, Congress seeks to provide more tools for promoting information sharing in the private sector, most notably by providing a liability shield for participating firms. While Congress could certainly choose to go further in regulating the cybersecurity measures employed by the private sector, even those measures proposed in CISA have raised substantial controversy, revealing the reality that direct regulation may simply be politically unfeasible.

Unlike the implicit lack of authority of civilian agencies, the authority for DoD to engage directly with the private sector is subject to explicit limitation. Perhaps the most explicit comes from the Posse Comitatus Act, in which Congress placed limits on the ability of the military to act in a law enforcement context. The courts have drawn the line when interpreting this law at direct intervention in civilian law enforcement unless authorized by Congress. Some argue this understanding limits the ability of defense personnel to act directly as law enforcement would in the prevention and response to malicious cyber attacks as well. As result of these limits, direct intervention in the security interests and operations of civilian infrastructure by the military typically follows a declaration of an emergency by some executive authority, usually at the state level.

While law enforcement activity is broadly limited, other avenues for the military to influence private industry exist at the intersection of commerce and security. In certain
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instances where national security would be put at risk, the Secretary of Defense can demand that DoD be given top priority by private contractors, even to the detriment of existing customers, under the authority granted by the Defense Production Act. This authority is similar in many ways to the intervention the executive often exercises in times of emergency or war. However, outside of such extraordinary circumstances, DoD is not empowered to directly engage in regulating or dictating the security of the civilian community, even in the proximity of defense facilities.

Because the general law enforcement powers of the military are so limited, discussions of DoD involvement in civilian cybersecurity usually focus on the adequacy of disaster response. The constitution and supporting legislation, such as the Stafford Act, provide the authority and tools to permit the President to order military aid for civilian authorities in non-law enforcement roles in the event of an emergency. However, mission assurance and operational readiness for defense facilities are concerns that mitigation and recovery do not adequately address. The goals in these domains are security and prevention, areas that DoD cannot promote directly through enforcement or regulation in the private sector under the limitations of posse comitatus. For these reasons, DoD activity must be economic rather than prescriptive.

This remains essentially true for the National Guard and reserve, as well. As such, plans to recruit more cyber expertise in the Guard and reserve forces will face some of the same hurdles regarding direct intervention for the prevention of cyber attacks, namely that such forces would exist to “aid agencies during crises.” The contours of what such a crisis would look like are untested, but the legal authority for the use of the Guard and reserves in support of civil authorities is largely the same as the active forces, with some exceptions. Legal authorization could presumably be part of a decision by the Secretary of Defense to activate Guard forces for “homeland defense activity.” With such activation, Guard forces could be used to protect infrastructure for up to 270 days.
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As a practical matter, long activations for full-time service would tend to diminish the benefits of such a program. The synergy DoD hopes to capture by utilizing the Guard for a cyber task force depends on the balance of military service with a civilian career that provides training and experience in a rapidly changing field. Long-term interruption of the civilian careers of Guardsmen in this context would, over time, diminish the exceptional capabilities DoD hopes to capture.

The legal barriers to this kind of use of the National Guard are murkier. Several issues exist. For one, policy on information sharing needs to be in place to avoid violating consumer privacy rights if the National Guard took an active role in monitoring the networks of privately owned critical infrastructure systems. Standards would also need to be set for any pre-emptive action such a force could take in monitoring or interdicting a privately-owned asset or network connected to a critical infrastructure system, including how such activity would relate to civilian law enforcement. At a certain level of activity, such actions could be such that interference with privately-owned networks creates a conflict with the owner’s constitutional due process and property rights. Controls would need to be established to avoid such conflicts when possible.

These issues exceed the scope of this paper, but they illustrate that, in the current legal environment, a Guard-based cyber task force would not be a permanent, persistent solution to security for community infrastructure. As it stands, the strongest legal authority for the use of such a force would come in an emergency, which would likely be in the aftermath of an attack. Even if this force could be effectively used for prevention, long-term sustained use for securing privately-owned infrastructure would serve to diminish the efficacy of the force by cutting it off from one of its greatest resources, the experience provided by a civilian career.

Defense Acquisitions Regulation

Within these limitations, DoD has one incredibly powerful tool—the acquisitions process. With the largest discretionary budget in the federal government, DoD has a greater capability than any other agency to utilize regulation of government contracting to encourage improvement in security practices of private industry. In the 2013 fiscal year, DoD acquisitions made up roughly two-thirds of the total federal acquisitions portfolio, amounting to over $300 billion.\textsuperscript{75} As a more specific example, DoD is the single largest consumer of energy in the world, with energy use at permanent installations amounting to
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about $4 billion per year.\textsuperscript{76} Regulations applying prescribed terms on cybersecurity in contracts under this umbrella have the potential to create massive economic incentives for improved security.

DoD acquisitions are regulated by the Defense Federal Acquisitions Regulation Supplement (DFARS), located in 48 C.F.R. § 201 et. seq. These regulations comprise the defense-specific portion of the Federal Acquisition Regulation (FAR) rules, which govern federal contracts as a whole. To date, only two rules in the DFARS directly address cybersecurity and risk management, and both came into effect on November 18, 2013.\textsuperscript{77}

The first relates to supply-chain risk and provides a set of tools for DoD leadership to cut off business with contractors and subcontractors who pose a significant threat to operations.\textsuperscript{78} More specifically, the Secretary of Defense and the secretaries of the respective military branches, in consultation with the Undersecretary of Defense Acquisitions, Technology, and Logistics (USD(AT&L)) and Chief Information Officer (CIO) can (1) exclude suppliers who fail to meet qualifications created under the authority of 10 USC §2319, (2) exclude sources that fail to achieve an acceptable rating on a risk evaluation, or (3) withhold consent for suppliers to subcontract with sources based on risk.\textsuperscript{79} Decisions under this rule are not subject to review in any court.\textsuperscript{80}

Though this authority seems broad, not all military suppliers are subject to these potential restrictions. While the mandatory contract clauses that enable this rule are required in every contract, these rules only apply to suppliers of components for use in national security systems (NSS), defined in 44 U.S.C. § 3552 as an information system used in intelligence, cryptography, command and control, weapons, or directly related systems, not including administrative or business systems. This narrow definition generally does not include utility contractors and many communications providers. This was an interim rule with a very limited comment period, indicating a belief that it addressed an urgent need of the department.

The second DFARS cyber rule addresses mandatory security measures to protect unclassified controlled technical information (UCTI) that is housed on or transits through
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contractor computer systems.\textsuperscript{81} UCTI is defined as unclassified technical information, including both data and software, with military or space application that is subject to controls on access, use, reproduction, modification, etc. This information must be marked with one of the designations B through F described in DoD Instruction 5230.24, Distribution Statements on Technical Documents, indicating that the information has not been approved for public release.\textsuperscript{82} This does not include information that is otherwise available publicly through other legal avenues.

For operators of systems that carry or hold UCTI, certain requirements may arise. First, contractors must implement a set of 51 security controls selected from those identified and described in NIST Special Publication (SP) 800-53. If a contractor fails to implement any of these controls, they may describe alternative measures in place that serve the same purpose or explain why a particular process or measure is not applicable to their system. If the contractor determines other security measures are necessary to maintain “adequate security,”\textsuperscript{83} they must apply such measures.

Furthermore, the rule requires that contractors make detailed incident reports to DoD within 72 hours in the event of certain attacks that either directly affect UCTI or put it at risk.\textsuperscript{84} Along with this reporting requirement, contractors must assist with DoD damage assessments following an attack. Both the security and reporting clauses must be included in any subcontracts entered by the contractor, including those with internet service providers and cloud services.\textsuperscript{85}

Unlike the previous rule on supply chain risk, this rule went through a typical rulemaking process as described in the Administrative Procedures Act (APA).\textsuperscript{86} In the original proposed rule, published in 2011, the new security requirements and reporting requirements were to apply to a broader category of unclassified DoD information, not merely technical information.\textsuperscript{87} By narrowing the scope to technical information, this rule is much less likely to apply to utility contracts, although there are certain types of communications services contracts that could reasonably be expected to fall under the scope of this rule.
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The designation of sector-specific agencies at the federal level and the variety of state regulatory bodies for these services create further challenges for DoD engagement. Governance of the lifeline sectors spans myriad regulations at both the state and federal level. By their very definition, the public-facing nature of the services provided by these sectors subjects them to a greater degree of regulation than other commercial enterprises. As an example, bulk power providers must comply with rules established both by the Federal Energy Regulatory Commission (FERC) and the responsible agencies of the states in which they operate. While cataloguing and discussing the rules of the various sector-specific regulators is beyond the scope of this paper, suffice it to say that some rules promulgated by these various agencies address cybersecurity to some degree. As a single example, FERC approved a new set of Critical Infrastructure Protection (CIP) Reliability Standards in 2013 that, once finalized, will serve as the primary source of cyber regulation for bulk electric systems at the federal level. More recently, FERC has issued a notice of proposed rulemaking for an update to the current Physical Security Reliability Standard for bulk power assets. Effective implementation of further measures by DoD through procurement or any other avenue would require communication, coordination, and collaboration with these various regulators to ensure harmonization of legal authority.

Analysis

Having examined the existing doctrines and legal tools that have been put forward in the form of executive initiatives, rules, and legislation, it comes time to look at the current situation that exists at the intersection of defense facilities and community infrastructure. Limiting our analysis to the most vital lifeline sectors of transportation, energy, water, and communications, all but transportation have a significant cyber component for community asset owners that could result in severe consequences for defense facilities in the event of a failure. Lapses in cybersecurity in the power grid, water system, or local internet or cellular provider systems could have cascading effects that would directly impact operations in area facilities, even if contingencies are provided. Disruptions to energy systems especially have the potential to hamper a multitude of other vital systems.

In economic terms, the equilibrium between the interests of the government in promoting cyber risk management standards and the cyber asset owner in minimizing cost will naturally tend to diverge, with the government favoring higher security standards. This
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divergence is the result of the principal-agent relationship between the contracting agency, here DoD, and its contractors.

Some essential tools for diminishing the gap between what the government considers to be optimal levels of investment in cybersecurity and contractor cost minimization goals are a natural product of the contracting process. In each case, the cost of improving system security will be passed along to the government to some degree, somewhat aligning the interests of the actors. In more competitive arenas, this cost alignment will be less pronounced as competitive bidding will cause contractors to absorb more of the expected cost to outbid competitors. This cost may be internalized either through increased investment outside the contract budget or by increased assumption of risk in the form of liability in the event of a breach.

Even though the infrastructure owners in the lifeline sectors discussed here generally do not face such competition, these industries are also heavily regulated and work with a large, powerful government agency in the DoD—two factors that translate to weaker bargaining power to pass security costs in contract bids. Furthermore, a typical scenario in which cost-reduction interests are aligned would involve principals with more flexibility to adjust expectations for security standards. For the DoD, working in an arena like national security based on a regulation like the DFARS UCTI rule, which cites a set of guidelines from NIST with both statutory and regulatory backing, there is very little flexibility for DoD to bring expectations into alignment with those of the contractors.

For these reasons, the government needs to take steps that bring the optimum security investment goals of contractors into alignment with the optimal standards. This can be accomplished in several ways, each with their accompanying costs and benefits. We start by examining the status quo, then examining each potential measure with the understanding that these measures could easily work in a number of combinations to achieve the best outcome.

The Status Quo

As it currently stands, the DFARS rules that address cyber risk management do not address the internal system security of contractors outside of those that house or transit UCTI. In most cases, such rules would not apply to critical infrastructure owners who contract to provide energy or water to defense facilities, though certain communications services, such as internet service providers (ISPs) would.⁹¹
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⁹¹ 78 Fed. Reg. at 69274 (noting that ISPs and cloud services qualify as subcontractors under the rule and would be expected to comply).
Absent greater legal authority, the government is limited to those remedies available for breach under contract law and tort. The most obvious consequence of reliance on these remedies is the delay in compensation that comes from any form of *ex post facto* enforcement action. While money damages obtained after a breach of contract are adequate for many types of business transactions, especially those more typical of the standard manufacturing and operational service functions, the catastrophic damages that security standards are meant to deter are not so easily addressed with monetary compensation after an attack. The risk management standards envisioned here and applied to cybersecurity in other contexts are designed to thwart malicious attacks by perpetrators who intend to maximize harm and who are often unreachable in court. These situations leave victims with the bill and, when security is found lacking, legal liability to other affected parties. In these contexts, prevention must be a top priority.

In fact, the circumstances in which similar malicious attacks would come from the critical manufacturing sector are already addressed by the recent interim rule on supply chain risk management discussed in the previous section.\(^{92}\) This rule, which allows DoD officials to blacklist dangerous suppliers, shows a concern for the inadequacy of *post hoc* damages as a remedy for lapses in security that allow or facilitate a malicious attack.

Beyond the adequacy of remedies under a tort and contract law framework, the default rules of liability do not fully address the principal-agent problem natural to government contracts. Unless the government clearly defines the security standards to be followed by the contractor, the standard of care for security would fall into the subjective realm of the “reasonable person” standard.\(^{93}\) While this reasonable level of security would certainly be informed by existing frameworks, there would be room for argument as to the reasonable standard of care the contractor needed to perform, and that standard of care would certainly not need to conform in any particular way to the NIST guidance that government agencies are now favoring.

This uncertainty that stems from the judicial process and the task of determining the proper level of care to avoid liability affects the cost calculations undertaken by the contractor when determining the optimal level of investment in security. At each level of investment, the probability of the contractor being found liable in the event of a breach would be a factor in determining the cost of the investment. This would follow a simple cost-benefit analysis.

\(^{92}\) 48 C.F.R. § 239.7300 et. seq.

\(^{93}\) See, generally, Restatement (Second) of Torts § 283 (1965); Dobbs’ Law of Torts § 127 (2d ed., 2015).
As a simplified example, an investment of $300,000 in security improvements that would result in a ten percent (10%) reduction of the probability of being found negligent for a breach causing $1 million in damages would only have a value of $100,000. This probability, for the sake of avoiding complications, accounts for both the reduction in the likelihood of a successful attack and the reduced probability of a court finding the firm liable in a breach. Because the marginal savings is less than the cost of investment, the contractor would not undertake this investment. If the investment in question was necessary to meet some optimal level of security for the government, this would represent a discrepancy in the interests of the contracting parties and an inadequate level of security investment in the eyes of the government.

Setting a Standard

The obvious first step that has already been implemented across internal government systems is to set a clear standard for cyber risk management. For the most part, no standard exists for cybersecurity in the private sector, even for government contractors. This may be slowly changing with the increasing role of NIST beyond the development of internal federal standards, but the Framework discussed in the previous sections provides guidance that is voluntary and too general to be described as a serviceable “standard.”

That being said, NIST has developed more precise guides that govern specific agency security practices within the broader scheme described in the Framework. For an example, we can look back to the current DFARS rules. NIST Special Publication (SP) 800-53, Revision 4 provides a selection of security and privacy controls that can be used in fulfilling some of the steps of the Framework’s risk management process. This particular guidance has been introduced as a formal standard for certain contractors through DFARS Rule 252.204-7012, which requires that contractors in control of systems that house or transit UCTI account for particular controls listed in NIST SP 800-53, Rev. 4. Such adoption of current NIST standards intended for federal systems could be pursued in other contexts to push for heightened and more precise enforceable standards. Without such guidance, the Framework, though valuable as a mechanism for increasing risk management practices more generally, is too imprecise to be a true tool for standardization.
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Assuming such standards are in place, reporting becomes a factor in the economic analysis of their implementation. In the case of the DFARS UCTI rule, this reporting occurs at the initiation of the contract and is enforceable through a mandatory clause in the acquisitions agreement. In general, given the size and number of the contracts administered by DoD, this accounting will likely be the sole certification or audit for the majority of contractors. This fact, combined with the nature of many of the NIST guidelines, which are not matters of technical capabilities but rather of business practices like data retention and access control policies, indicates there is a significant risk that costly or cumbersome investments of effort and money to maintain operations at the level of the standards could result in a degradation of security over time absent further measures.

To illustrate using our previous example, if we start with the same $300,000 investment figure, we may examine the effects of a clear standard that is made mandatory under the contract. At the time the contract is made, an accounting must be delivered. Failure to account for the standards will result in a near certainty of contract breach, resulting in a potential spot on the government blacklist for high-risk contractors and loss of the current contract. It is not necessary to provide an exact value of the contract here, as we may assume that the contract value is adequate to warrant a $300,000 investment or the contractor would not have chosen to bid with knowledge of the requirements.

Having met the minimum standards under the contract, the possibility of liability still exists in the case of negligence. However, the reasonable person standard of care includes the existence of common practices as a factor, and a court could use the NIST standards as a guide for the industry, reducing the likelihood of tort liability as long as the actors were, in fact, following prescribed practices. As it stands now, the Framework itself is not likely to serve as a standard of care for tort liability, though further adoption of the Framework and the use of its proposed “target profiles” could give rise to its use by plaintiff attorneys in the future. Where more specific duties are identified, such as those in the DFARS UCTI rule, guidelines would be more likely to serve as a standard for tort liability. In light of these reductions in liability, the benefits of a shift from a position of near-certain liability to very likely non-liability are significant.

From here, we must be cognizant of the continuing cost of maintaining the practices that the NIST standards call for. If this $300,000 investment, or some substantial portion of it, is an annual cost rather than a one-time investment, a real possibility considering most

96 48 C.F.R. 252.204-7012.
security practices are a matter of continuous monitoring and integration of new circumstances, the marginal benefit of the continuing investment would have to be measured for timeframes that follow the initial accounting by the government. The near certainty of contract breach in the first instance is a result of inspection by the government. The marginal benefit of the investment following this initial accounting would be the product of the anticipated loss from breach multiplied by the probability of an event that would call for another inspection of these practices, whether in the form of an audit or an attack that leads to a loss and subsequent enforcement action.

While it is difficult to say with any certainty what the probability of such an event would be, we can say with certainty that is lower than the near certainty of breach at the initial accounting. Unlike in the previous section, the likelihood of liability in the event of an attack is not the issue as the compliance with named standards informs the threshold for such determinations of liability. Instead, the probability that will affect costs is the likelihood of an audit or successful attack. If the chance of an audit is slight and the marginal increase in threat deterrence is believed to be inadequate to justify the cost, the contractor may choose to reduce investment in security after the initial accounting, opting for what would be considered an efficient breach of contract.

Because the uncertainty about the standard of care expected under the contract is reduced, the contractor’s optimal level of investment in this scenario will invariably be higher than in a scenario without a contractual obligation to adhere to established standards. Over the life of the contract, without further measures, the maintained level of security will be below the government’s optimal level, as represented by the named standards.

Other Liability Tools

Some additional cost-based mechanisms for adjusting the incentives that could be potential tools for addressing the principal-agent problem exist in the form of explicit liability shields, penalties tied to contract breach beyond damages, and periodic reporting requirements. These tools all have the ability to adjust the allocation of the costs of security to some degree.

Liability Shield

A shield to liability for malicious attacks enhances the previously described effect of an explicit standard on the probability of a contractor being found liable in the case of a breach. Whereas a requirement to meet specific standards would imply that those standards serve as the benchmark for a standard of care in judging negligence in the event of a breach, an explicit liability shield would provide certainty. In this scenario, the marginal benefit of maintaining standards would be increased somewhat even over that provided by simply
naming the standards as mandatory. As a matter of moral and legal principle, such a measure would also have the effect of removing implications of blame from the contractor for the malicious acts of a third party. The effect of this as an incentive for the compliance with a set standard is completely subjective and difficult, if not impossible, to quantify.

On its own, this effect may be minimal as an added incentive over simply mandating the standard, and a liability shield would have to be crafted to avoid providing too much protection for contractors. Should a liability shield be too broad, there is a certain danger of moral hazard. In other words, a contractor who might otherwise choose to invest in security beyond the minimum to meet the threshold to meet the mandatory standards would see a reduction in marginal benefit if the shield provides additional protection from liability. That said, these effects are the products of interests that cannot be understood in isolation. Unlike many manufacturers in the defense sector who subsist primarily on work with DoD, infrastructure owners in the community face liability to a wide range of customers, most of whom will be outside the federal government. A liability shield that is limited to federally contracted services will do nothing to reduce their liability to consumers or private-sector customers. These other customers reduce both the market power of DoD and the moral hazard effects of a liability shield.

Civil Penalties

Aside from adjusting the likelihood of liability for contractors, DoD could be given authority to set penalties for failures to maintain standards. Rather than adjusting the cost of security through shifting the probability of damages, pecuniary penalties would directly increase the cost of a failure to maintain standards by increasing the base liability of the contractor. To relate this to earlier examples, if a $300,000 investment is being considered to reduce the likelihood of liability by ten percent (10%) with damages estimated to be $1 million, a definite or estimated civil penalty of more than $2 million would increase the marginal benefit of the investment from $100,000 (10% of $1 million) to more than $300,000 (10% of $3 million), leading the contractor to make the investment. This example oversimplifies the equation in many respects; for instance, any variability or discretion by the body enforcing the penalty would reduce the anticipated cost of such a penalty. Despite this variability, the core concept remains sound.

Such a measure would require the setting of a mandatory standard as a prerequisite, and contract law’s disfavor for penalties of this sort would mean that DoD would have to establish supporting authority for such a civil penalty either in existing law or through an
Such measures would likely be unpopular with asset owners, and the need for political support to implement and maintain these penalties make such measures less appealing in many respects.

**Periodic Reporting Requirements**

The temporal aspects of the continuing investment in security that reduce the incentives for maintaining security standards after the initiation of a contract could be dissipated by requiring regular reports from contractors on the maintenance of security practices. These reports would increase the probability of a contractor being liable for a failure to meet mandatory standards for periods subsequent to the initial accounting described previously and used in current rules governing UCTI. If reports are frequent enough, there would be little to no opportunity for investment to lapse without a risk of breach.

Reporting requirements involve costs to both the principal and the agent similar to those of an audit. Reporting shifts much of the cost and burden of inspection and evaluation to the agent, leaving the principal with the cost of monitoring reports and pursuing enforcement for failures. The more frequent and thorough the reporting requirement, the greater the cost for all involved. While certain industrial actors are sensitive to the intrusions of such reporting requirements, infrastructure asset owners work in sectors that have historically been subject to heavy regulation and are less likely to find such requirements objectionable if the costs are reasonable.

These shields, penalties, and reporting requirements all presume a uniform standard, whether mandatory or voluntary, for maximum benefit. Furthermore, each is optimally used in combination with other measures because they each affect different elements of the cost-benefit calculation. All of these measures result in greater costs for all parties involved (in the form of moral hazard for shields and enforcement costs for penalties and reports). As a result, these measures, if utilized, must be the product of a careful balancing of interests.

**Direct Regulation and Enforcement**

Outside of market and contract-based measures, current and previous methods of direct action based on cybersecurity and risk management in other arenas offer options worth examining to deal with the system security of infrastructure asset owners. One such
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99 See Restatement (Second) of Contracts § 356 (1981); see also Pribe & Sons v. United States, 332 U.S. 407, 411 (1947)(“It is customary, where Congress has not adopted a different standard, to apply to the construction of government contracts the principles of general contract law.”).
option would be a rule allowing exclusion of certain contractors, similar to the current DFARS rule regarding supply chain risk management. Another option would be for DoD personnel to have more authority to directly monitor and audit security measures for systems attached to community assets that feed into defense facilities.

Authority for defense officials to essentially blacklist infrastructure service providers would be potentially costly, if not impossible, to implement in most situations. Unlike the supply chain management rule and the situations it is designed to address, many of the infrastructure services that contractors provide to defense facilities are in markets subject to natural monopolies. Power and water utilities are among the most common natural monopolies in the U.S. economy, and telecommunications services that might be considered critical to defense facility mission assurance are going to be operated by a relatively small number of companies in any given area. This lack of competition makes it impossible to exclude contractors for existing facilities, bound geographically to a particular supplier. The only potential application of this type of criteria would be for new facilities, in which case a regulation is not strictly necessary. Rather utility security should simply be considered as one criterion in the selection process for facility locations.

Supplier exclusion could potentially be a useful tool for restricting the business practices of infrastructure owners in regards to subcontractors and suppliers for system equipment. While direct blacklisting of infrastructure owners cannot function in a monopolistic market, owners can be restricted from purchasing equipment or services from suppliers known to be a high risk. Such measures could be crafted to address risks from both malicious attacks via intentional system vulnerabilities introduced through tainted systems components or insider threats from subcontractors, as well as unintentional sources of increased risk from suppliers known to provide faulty equipment or deficient services.

Such measures could be effective, though one concern is the ability to enforce such measures when dealing with providers that have significant market power. DoD must have the authority and mechanisms to compel compliance, either directly or through the judicial process. Unlike current situations under which DoD can exclude suppliers, nearly all exclusions in the community infrastructure space would be exclusions of subcontractors, and canceling a contract with a monopolistic utility company that has engaged with a banned subcontractor will not be an option.

Alternatively, legal tools could be developed to permit DoD contracts to include mandatory clauses authorizing personnel to directly monitor and intervene in the security
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100 48 C.F.R. § 239.7305.
practices relating to systems that could potentially compromise service continuity in critical community infrastructure. This option would forgo attempts to deal with incentives, with the consequence of significant costs to the government and contractors, not to mention ill will.

Without yet discussing the wisdom of such a system, such a process would present a number of conflicts requiring careful navigation. First, direct regulation responsibilities of critical infrastructure sectors are already assigned to various other executive agencies. For those sectors discussed here, the Department of Energy, through the FERC regulations discussed above, engages with power, the Federal Communications Commission regulates communication services, and the Environmental Protection Agency regulates water utilities. These federal regulations are further supplemented by regulations at the state level. Direct regulation of services in these sectors, even at the community level in the vicinity of defense facilities, would require DoD coordination and harmonization with the work of these agencies. Furthermore, some utilities are not operated as private companies. For these publically-owned companies, there are potential conflicts at the borders of federal and state legal authority that could make it difficult or impossible for DoD to directly regulate security. Finally, unlike contractors in competitive markets, utility companies usually provide services to large numbers of civilian customers with no efficient way to segregate systems servicing military and civilian customers. Such operations often run in geographic regions where there are no alternative sources of power. In effect, the military would have to assume significant authority over the direct operation of a civilian commercial enterprise. The questions and consequences raised by such practices in the legal and political arenas could end up being the most costly of all.

Ultimately, these kinds of direct intervention are not likely to be the most desirable for many reasons, only some of which were explored here. The practicality of such measures from both a political and economic standpoint is questionable at best. While such options could be explored in those scenarios where bases are serviced by facilities segregated from the civilian power grid, DoD would still incur significant costs by accepting responsibility for system security. In recent decades, the military has generally chosen to sell energy assets rather than upgrade or maintain them. This cost-reduction mindset is as strong as ever in the current fiscal environment.

Findings and Recommendations

Based on the above analysis, certain features of the current system become apparent. Lifeline infrastructure in the community is integrally tied to the mission assurance capabilities of domestic defense facilities. Despite this reliance on civilian infrastructure,
DoD has almost no role in determining the adequacy of current security for the networks that control and service power, water, and communications assets that feed into defense facilities in the United States. The status quo presents a significant risk to national defense that needs to be addressed. To this end, we recommend the following:

1) **DoD should craft contracting practices and regulations that take cybersecurity standards into account when engaging with utilities.**

As explored above, the opportunities and authority for DoD to engage in direct intervention with the private sector are limited by the Posse Comitatus Act and regulation by other agencies. Under this limitation, the best short-term solution for DoD is to use the procurement and contracting process to create economic incentives for increased security. The large value of defense contracts and the economic benefits that feed into communities near these facilities provide strong motivation for utilities to be responsive to conditions in DoD contracts. By requiring greater reporting and providing the proper liability protection in contracts to utilities that implement adequate security measures, DoD can both encourage increased security by critical infrastructure that supports mission assurance and establish a more complete survey of the threat landscape.

2) **Greater emphasis should be placed on crafting incentives that promote prevention of attacks instead of remediation of damages.**

The current cybersecurity and contracting fields rely too heavily on *ex post facto* actions for breach. As the system exists now, prevention and security are promoted by providing voluntary tools, while the primary incentives for embracing those tools remain the threats of loss in data breach or system damage and the liability to third parties that would follow. Consequences for failed security only come after an attack, usually in the form of tort and contract claims meant to reimburse losses. Such remedies are wholly inadequate in the realm of national security, where an attack can easily result in damages outside of the possibility of monetary remuneration, such as compromises of military operational readiness or even loss of life. More tools must be created, whether under existing authorities or by new statutes, to provide *ex ante* incentives for adoption of adequate security measures, whether in the form of liability shielding, civil fines, increased regulatory auditing, or other measures not explored here.

3) **There must be more coordination and collaboration between responsible agencies at the federal, state, and local levels to ensure harmonization of efforts to raise security standards.**

The lifeline CI sectors include some of the most heavily regulated industries in the United States. These regulators span all levels of government and include several agencies at
the federal level. Energy companies, for example, are subject to regulations at the state level, as well as the rules of the Federal Energy Regulatory Commission. In some cases, these utilities are publically owned or heavily regulated at the municipal level. Even as a matter of policy, while DHS has oversight duties for all CI, PPD-21 places regulation of each of the lifeline sectors outside of DHS. Any measures to be pursued or implemented by DoD would have to be in harmony with the efforts and regulations of these core regulators. This requires effective communication of defense needs and coordination of efforts to create a legal framework that can achieve goals efficiently without placing a burden on asset owners that will further skew the market forces influencing their security investment decisions. To some extent, harmonization at the installation level could come through uniform policies for a National Guard-based cyber task force, though it is unclear if such efforts would influence the sector-specific regulations of civilian agencies responsible for community infrastructure.

4) The NIST Standards and Framework should explicitly address the threat of kinetic cyber attacks.

To date, cyber attacks have largely sought to affect information either by theft or disruption. As a result, most standards and reports on cybersecurity focus on information security and the prevention of these kinds of attacks. For utilities connected to defense facilities, information theft or loss are not necessarily the primary dangers, and recent events have shown that the threat of physical damage or disruption to infrastructure assets as the result of a cyber intrusion is real. As NIST undertakes an evaluation and update of its current publications, it should examine the adequacy of current practices to address threats that target control systems for such assets and, if necessary, provide special guidance for protecting such systems against kinetic cyber attacks.

5) DoD should be prepared to further promote the removal of domestic defense facilities from community infrastructure in the long term.

As Fort Knox and other cases have shown, the technology exists to remove defense facilities from reliance on elements of the public infrastructure. Such improvements come at a cost, and time will show whether the investments pay off. One thing is certain, removal of defense facilities from reliance on civil infrastructure reduces the need for DoD to engage directly with the security of community assets for the sake of mission assurance. The cost would be great, but segregation of defense facility energy, water, and communications systems from the civilian infrastructure before smart grids become common would alleviate the potential for a wider arena of threats that would emerge from a grid integrated with networked information systems.
Conclusion

Having explored several options for Defense involvement in and promotion of community infrastructure security at the nexus between the private sector and defense facilities, recent policy guidance and regulations have shown a preference for encouraging private-sector initiatives to improve cybersecurity measures across the board. Both by promoting the creation of ISAOs and pushing for higher standards and vigilance in contracting, the federal government has shown a preference for creating incentives to drive the market for better security.

For the Department of Defense, this requires more than the current focus on supply chain risk management and information security on national security systems. It also requires an approach to security that does not limit cybersecurity to concerns about protecting sensitive information. At the nexus of critical infrastructure in the community and domestic military installations, system security is about integrity and resilience, and the price of failure may be too high to be repaid through pecuniary damages.

In this environment, DoD needs to seek the necessary authority and generate the necessary regulations to create incentives for heightened security standards among private-sector operators that feed the lifelines of base operations. Models already exist for several options, and the NIST standards for federal systems already provide a potential model that can be put forward as a threshold for effective system security. The necessary steps that remain are to generate the market forces that lead service providers in the energy, water, and communications sectors to bring their systems up to these marks.