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COURSE DESCRIPTION/OVERVIEW:

Public sector managers today are faced with implementing increasingly complex policies and programs while paradoxically having to deliver those solutions with reduced funding and resources.  Critical infrastructure security and resilience (CIP) leaders have the added challenge of rapidly choosing a course of action in the event of an emergency or disaster and of working cohesively across 16 critical infrastructure sectors, controlled both publicly and privately, as well as being dispersed throughout the country.  In order to be successful, they must be able to work cooperatively with multiple stakeholders and learn from previous decisions and actions to improve and strengthen the Nation’s preparedness and resilience for future responses.  These multi-faceted requirements necessitate systematic program evaluation throughout the lifecycle of programs to not only illuminate immediate plans and decisions but to assess what is working and what is not, both incrementally and summarily.

There are also legal and policy requirements that necessitate the use of program evaluation by CIP.  Presidential Policy Directive 21 (PPD 21) requires each Sector Specific Agency (SSA), in addition to these mission-related challenges, to annually report on “the status of national critical infrastructure efforts as required by statute” (Directive, 2013).  This directive, combined with the core criteria defined in the National Infrastructure Protection Plan (NIPP), compels the Office of Infrastructure Protection (IP), as well as the other SSAs, to build the capacity to objectively measure, both quantitatively and qualitatively, progress within and across sectors collectively, providing a holistic vision of progress, effectiveness, and readiness.  These metrics provide a mechanism for accountability, progress assessment, problem diagnosis and resolution, and continuous improvement.  For instance, National Coordinator Program Indicators describe U.S. Department of Homeland Security (DHS) IP progress to meet NIPP and Sector-Specific Plan (SSP) goals and Sector Progress Indicators collectively and outline the progress within each critical infrastructure sector.

As shown in Figure 1, “Measuring Effectiveness” is a key element throughout the lifecycle of the NIPP Risk Management Framework (Security, 2009).  This phase, although depicted as the final chevron in a seemingly linear process, is not exclusively the final step nor is it necessarily linear in its relationship to the other actions.  It is a critical success mechanism throughout the lifespan of the program, as demonstrated by the continuous improvement loops in the figure.
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Figure 1: NIPP Risk Management Framework
For example, evaluation is a valuable tool in the beginning phases of a program to help articulate and prioritize meaningful objectives and progress indicators as well as set boundaries, especially when multiple, diverse stakeholders are involved.  Evaluation can help answer fundamental questions such as:

•
What is the scope and nature of the problem within our sector and collectively across the sectors?  Whom and how many does it affect?  How does it affect them?

•
What interventions are feasible to resolve the problem?  Which one is best given the parameters and competing needs of the problem?

•
How will we know, along the way, whether the intervention is on course to meet its goals?  How good is “good” for our outcome goals?

A comprehensive logic model that sequentially links program functions, activities, and components across and within sectors and systematically outlines the inputs, outputs, and outcomes of the intended solution is also a valuable early phase evaluation investment.  This critical aspect of program theory helps expose the inherent risks and vulnerabilities of proposed solutions and often can reduce the uncertainty of possible unintended consequences, both positive and negative.

During the implementation phase, program monitoring can help ascertain the ongoing health of a program using the standards articulated in the program theory as well as any other program design specifications to be able to make inevitable, real-time adjustments.  In the case of service utilization, such as with a disaster relief effort, it can answer whether the target population is receiving the intended service and whether the service level is adequate (e.g., amount, type, and quality).  Program monitoring can also provide insight as to whether program functions are being performed effectively and efficiently; whether staffing levels and competencies are sufficient to meet needs; whether the program coordinates well with other entities in the supply chain; whether stakeholders are satisfied; whether the program is in compliance with oversight requirements; and many other questions that allow the program to self-correct along the way to meet expectations.  Organizationally, ongoing participation in program monitoring with sector staff can instill a learning ethos that promotes adaptation, innovation, and cooperation at the micro or sector level and also at the macro or multi-sector level to improve outcomes.

Following completion of an effort, evaluation can determine the extent to which the program objectives were accomplished and the degree to which the change in outcomes can be attributed to the program.  Efficiency analyses, such as cost-benefit analysis, can also take into account secondary and distributional effects as well as opportunity costs, which allow for a more complete picture of the true cost of a program.  In addition, future benefits can be projected to gauge long-term program effects for forecasting and lessons learned can be incorporated into the feedback loop for ongoing efforts or similar responses.

Consequently, this course will provide an overview of the concepts and methods used in evaluating public programs, processes, policies, and initiatives to better inform decisions and actions throughout the program lifecycle.  Emphasis will be placed on utilization of evaluation results and the purposes and characteristics of different strategies for collecting, analyzing, interpreting, and reporting data.  This targeted approach will allow CISR managers to design and implement practical and effective evaluation measures that help provide the intelligence the CISR Program needs to meet its complex mission.

CREDITS CONFERRED: 3

This course can serve as an elective in the Master of Public Policy (MPP) and Master of Public

Administration (MPA) degree programs at George Mason University.

PREREQUISITE:

Program evaluation often requires statistics and data analysis to detect, interpret, and analyze program effects.  Although some of the most common procedures will be reviewed, this course assumes the learner has a working level knowledge of the scientific method, basic algebra, and statistics prior to enrollment in this course.

LEARNING OBJECTIVES:
The following objectives are mapped against applicable core competencies identified by DHS as important for CIP.  Upon completion of the course, learners will be able to:

•
Risk Analysis:
o Develop a program theory and a logic model to systematically identify inputs, outputs, and outcomes to help expose risks and vulnerabilities and reduce the uncertainty of unintended outcomes.

o Develop measurable indicators to help set goals and objectives, prioritize responses, monitor implementation, and assess effectiveness of outcomes and progress of Risk Mitigation Activities (RMAs) and NIPP Risk Management Framework processes.

•
 Protective Measures and Mitigation Strategies:
o Develop a program theory and logic model to help identify relationships that are not clearly defined and unintended outcomes, thereby allowing for pro-active development of protective measures and mitigation strategies.

•
Partnership Building and Networking:
o Create stakeholder interface maps linking stakeholder roles and responsibilities to program objectives to increase trust and evaluation utilization.

o Develop a communication and outreach plan as part of an overall evaluation plan to help ensure necessary stakeholders are included in evaluations and receive and understand final results and recommendations.

•
Information Collection and Reporting (Information Sharing):
o Select measurements and research designs to support reliable and valid data collection that answers evaluation questions.

o Select measurements and research designs to help assess the progress of RMAs and

National Coordinator and Sector Progress Indicators.

o Support development of evaluation reports that are more meaningful and understandable to broader audiences.

•
Program Management:
o Develop program measures to support accountability and traceability to program requirements.

•
Metrics and Program Evaluation:
o Develop a program evaluation proposal to make a supportable business case before proceeding with an evaluation endeavor.

o Develop a program evaluation plan outlining each stage of the evaluation.

o Develop a program theory including a logic model that systematically maps assumptions, inputs, outputs, and outcomes to help reduce risks and successfully achieve goals.

o Select an appropriate program evaluation methodology/approach and metrics based for the purpose of the evaluation and the driving evaluation questions.

o Interpret evaluation findings to answer evaluation questions.

o Assess evaluations to determine reliability, validity, and utility of recommendations.

•
Sector Specific Technical and Tactical Expertise:
o Course objectives do not specifically address this core competency area.

DELIVERY METHOD:
The course will be conducted as a graduate level seminar and will include a combination of interactive lectures and guided discussions, case studies, and group and individual exercises to practice application of evaluation methodologies and techniques.  This format requires active and informed participation by every member of the class; therefore, all participants will be expected to have read and critically considered each week's reading assignments and completed the associated questions and exercises prior to the start of each class.  In addition, all learners will conduct an oral presentation of their evaluation plan and provide constructive recommendations to their peers regarding their evaluation plans.

The course instructor will offer multiple opportunities for learners to provide constructive feedback over the period of the course.  These may be in the form of group sessions or one-on- one sessions with the instructor.  Learners will be afforded the opportunity to complete in-class evaluations at the end of the course.  On-line feedback is also encouraged throughout the course.
The course is designed to be delivered in a typical 15-week semester format (approximately 40-

45 hours).  Two sessions (Weeks 10 and 11) of the course require learners to have hands-on access to SPSS or comparable statistical software with no limitation on the number of variables or cases.  Statistical software is standard in most university computer classrooms.

MAJOR COURSE REQUIREMENTS:
There are six substantive course requirements comprising 95% of the learner’s grade and also a participation component comprising 5%.  The course requirements include:

1. Course Journal (15%):
In order to apply the concepts and methods introduced in the class readings and fully prepare and participate in class topic discussions (and in lieu of homework), learners will prepare weekly journal responses to all assigned questions and/or exercises prior to the start of each class (see the Weekly Class Schedule below for specific questions and exercises). Occasionally, journals may be checked during class to make sure responses are up to date.  Learners do not need to write a comprehensive, exhaustive essay for each question/exercise — they just need to provide thoughtful, original responses (approximately one to three paragraphs) with references to the readings integrated.  Completed journals will be turned in on the final day of the course.

2. Evaluation Critique (15%):
Learners will choose two Sector Specific Plans (SSPs) (see http://www.dhs.gov/critical-infrastructure-sectors) to compare and contrast evaluation methods and measure strengths and weaknesses.  Each critique should clearly state how convincingly, and by which methods, the SSA’s findings were arrived at and presented. Evaluation design details, including assessment of reliability and validity, should be factored into this analysis and arguments should be non-normative.  This paper should be approximately six to eight pages in length, excluding cover page, footnotes, graphics, appendices, and references.  The Evaluation Critique is due at the beginning of the Week 3 class.
3. Measurement and Research Methods Quiz (10%):
This take home quiz will be provided to learners during Week 5 to gauge the learner’s understanding of important measurement and research methods concepts.  The Measurement and Research Methods Quiz is due the following week, at the beginning of the Week 6 class.

4. Evaluation Proposal (15%):
Each learner will develop a proposal for their Evaluation Plan (see requirements in #5 below) that makes a persuasive argument for conducting an evaluation on the chosen program, policy, process, or initiative.  The proposal should be approximately four to six pages in length, excluding cover page, footnotes, graphics, appendices, and references.  The Evaluation Proposal is due at the beginning of the Week 9 class.  The proposal should:

•
Define the program in a way that anyone would understand what it is and what it is meant to do;

•
Describe the evaluation’s main purpose and why the program was selected for evaluation

(i.e., what problems or circumstances make the program “ripe” for analysis?);

•
Frame the main evaluation questions to be answered and discuss possible measures and indicators;

•
Describe where the program is in its development or lifecycle;
•
Detail practical considerations (e.g., Can the results of the evaluation actually influence decisions about the program?  Can the evaluation be done in time to be useful?  Is the program significant enough to merit evaluation?);

•
Include any driving laws, regulations, or other accountability mechanisms; and

•
Provide a preliminary bibliography containing a minimum of six academic sources from a wide variety of government and program documents (e.g., congressional hearings, reports, plans, laws, directives, presidential messages, proposals, task force studies, etc.); specialized periodicals such as Congressional Quarterly and National Journal; and professional journals such as the Journal for Homeland Security and Emergency Management and Public Administration Review.  Personal interviews may also be conducted but are subject to the University’s procedures for informed consent.

5. Evaluation Plan Presentation (15%):
Each participant will present their Evaluation Plan (see #6 below) using a PowerPoint presentation, accompanied by a summary handout to the class.  The presentation should not be more than 15 minutes and the summary handout should capture main points and comprise one page.  Following the presentation, learners will have five additional minutes for questions.  The presentation format will mirror that of the Evaluation Plan.  Evaluation Plan presentations and the accompanying one-page summary handout are due in electronic format to the instructor by the beginning of the Week 12 class.  The instructor will provide electronic copies to the class for peer review and comment.

6. Evaluation Plan (25%):
Using a program, policy, process, or proposed initiative within any of the  16 critical infrastructure sectors where the learner will have access to necessary information and their Evaluation Proposal previously submitted (see #4 above), each learner will prepare an Evaluation Plan comprised of approximately 20 pages, excluding cover page, footnotes,

graphics, appendices, and references.  Evaluation Plans will be submitted on the last day of class and will address peer and instructor feedback from the oral classroom presentations.

Note:  If a learner does not have a program policy, process, or initiative they can utilize from their personal experience, possible suggestions include Transportation Security Administration (TSA) Programs such Transportation Worker Identification Card (TWIC), resilience programs such as Regional Resiliency Assessment Program (RRAP), and cargo programs such as Customs Trade Partnership Against Terrorism (C-TPAT).

The plan should include:

a.  Program Description:  Introduce and describe the program, policy, process, or initiative including any documented mission statements, goals, objectives, and where the program is in its development or lifecycle.

b.  Background: Describe the background and context, including any laws, regulations, or other drivers, concerning why the program, policy, process, or initiative came into existence initially and any important changes since inception.

c.   Evaluation Purpose and Questions: Clearly define the evaluation’s purpose, why it was selected for evaluation, practical considerations, and the evaluation questions to be answered.

d.  Program Resources: Define all resources (e.g., people, facilities, equipment, schedule/time, budget, etc.) that are, were, or need to be available to create, maintain, and help the program, policy, process, or initiative succeed.

e.   Evaluation Resources: Realistically estimate the resources and time required to complete the evaluation and provide a basis of estimate for the associated costs.

f.
Logic Model: Map the main inputs/processes, outputs, and outcomes for the program, policy, process, or initiative and included assumptions.

g.  Stakeholders: Map each stakeholder and their roles and responsibilities, both individual and shared, to the logic model and goals.  Clearly state whether they will or will not participate in the evaluation, including the logic for these decisions.  Define the nature of the evaluator-stakeholder relationship and any associated concerns and mitigation strategies.

h.  Communication Plan:  Provide a communication plan, including timing and vehicles for keeping stakeholders involved and informed during the evaluation’s lifecycle, Explain how the recommendations and report will be focused and disseminated to maximize stakeholder’s understanding and utilization.

i.
Methodology: Propose an evaluation design based on the purpose of the evaluation.

Make sure to discuss:  (a) indicators and how they will be measured; (b) how data will be
collected; (c) how data will be analyzed; and (d) strengths and weaknesses of the design

(do not forget to address reliability and validity).

j.
Values: Describe how merit and/or worth will be measured with special emphasis on defining and determining, “how good is good.”

k.  Risks and Concerns: Discuss anticipated risks, concerns, and/or obstacles (including ethical and political considerations) that might be encountered during the evaluation or with the evaluation’s utilization and possible mitigations to overcome.

l.
Other:  Include any other considerations that are unique to this evaluation effort that must be taken into account to be successful.

7. General Class Participation (5%):
Each participant is expected to fully prepare and contribute conscientious and professional input to the course dialogue, including demonstrated knowledge of assigned readings and journal questions/exercises.  In addition, learners will assess their peers’ oral Evaluation Plan presentations and summary handouts and provide respectful and honest feedback.

GENERAL COURSE REQUIREMENTS:
•
Attendance: Class attendance is both important and required.  If a learner will not be in class, they must contact the instructor via phone or email, prior to the start of class. Learners with more than two absences may drop a letter grade or lose course credit.

•
Late Work:  Learners may only be excused from deadlines under extreme circumstances that the instructor will evaluate on a case-by-case basis with appropriate documentation. Learners are responsible for notifying the instructor in advance of any potential problems.

•
Paper Guidelines:
o Papers must be typed, double-spaced in 12 pt. font with one-inch margins on all sides. o Papers should not be in a binder or protector — simply staple in the upper-left corner. o Papers should have a cover page with the title, learner’s name, course name,
publication style used, and the date.
o Learners may use APA, Chicago, Turabian, or MLA format for citations but they must pick one and be consistent.

o Learners are responsible for knowing how to properly cite referenced material.  If more than three consecutive words of someone else’s work is used, it must be in quotes and cited appropriately.  If five lines or more are cited, the quote should be single-spaced and indented.  However, remember that quotes are someone else’s work and therefore should be minimized in this type of paper.

•
Academic Integrity: All learners should be familiar with and adhere to the University’s honor code system.
GRADING METHOD:
The final grade for this course will be based on:

Substantive Course Requirements:
Course Journal
15%

Evaluation Critique
15% Research Methods Quiz
10% Evaluation Proposal
15% Evaluation Plan Presentation
15% Evaluation Plan
25%

Total Substantive:
95% of final grade
General Class Participation:
5% of final grade
Other Grading Considerations:
•
Writing Evaluation: Language and the ability to succinctly and clearly present analysis are fundamental to successful program evaluation.  Participants’ writing assignments will be measured on content, analysis, persuasiveness, adequate depth and breadth of topic, clarity of concepts, organization, grammar, appearance, and correct publication style usage (e.g., APA, Chicago/Turabian, or MLA).  Assignments will not be accepted late except under an emergency situation.

•
Oral Presentation Evaluation: Each learner will critique their peers’ presentations and provide feedback in the areas of:  (a) Evaluation Plan content (i.e., were syllabus requirements addressed?); (b) overall cohesiveness; (c) thoroughness; (d) organization; (e) presentation appearance; (f) grammar; (g) oratory skills; and (h) timing.  They will also describe at least one thing the presenter did really well and one area for improvement.

•
Course Grading Scale: Subject to school or university policy.
REQUIRED COURSE MATERIALS:
Note:  Select Ctrl+link to navigate to a source rather than typing a URL directly in a browser. Inform the instructor of any difficulties.
P. Rossi, M. Lipsy, and H. Freemen, Evaluation: A Systematic Approach (7th ed.), (Thousand

Oaks: Sage Publications, Inc., 2004).
J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011).
Kennedy School of Government Case Studies (see the Weekly Class Schedule for specific requirements): http://www.ksgcase.harvard.edu/.
Various peer reviewed journal articles and government reports (see Weekly Class Schedule for specific requirements).

OVERVIEW OF COURSE TOPICS AND COURSE REQUIREMENT DUE DATES:
	Week
	Course Topic
	Course Requirement
Due By Start of Class

	Week 1
	Course Overview and Introduction to Program

Evaluation
	

	Week 2
	Politics, Values, and Ethics in Evaluation
	

	Week 3
	Program Theory and an Evaluation Plan
	Evaluation Critique

	Week 4
	Measurement
	

	Week 5
	Evaluation Design and Data Collection
	

	Week 6
	Needs Assessment and Assessment of Program Theory
	Measurement and

Research Methods Quiz

	Week 7
	Program Process Evaluation and Program Process

Monitoring
	

	Week 8
	Impact and Outcome Measurement
	

	Week 9
	Efficiency Assessment
	Evaluation Proposal

	Week 10
	Univariate Analysis Review
	

	Week 11
	Basic Bivariate and Multivariate Analysis Review
	

	Week 12
	Evaluation Results and Reports
	Evaluation Plan Presentation and Handout

	Week 13
	Evaluation Plan Presentations
	Critique of Week 13

Presentations and

Handouts

	Week 14
	Evaluation Plan Presentations
	Critique of Week 14

Presentations and

Handouts

	Week 15
	Evaluation Utilization
	Evaluation Plan and

Journals


COURSE OUTLINE:
LESSON 1 TOPIC:  COURSE OVERVIEW AND INTRODUCTION TO PROGRAM EVALUATION
1. Learning Goals and Objectives:
•
Define program evaluation with emphasis on the three key points (e.g., apply systematic methods, inform decisions and actions, and make judgments about value and/or worth).

•
Describe GAO’s four key elements of agency evaluation capacity (e.g., evaluation culture, collaborative partnerships, data quality, and analytic expertise).

•
Describe the differences between research and program evaluation and why the distinction is important.

•
Describe the differences between formative and summative evaluation and list the main evaluation methodologies covered in the class (e.g., needs analysis, process monitoring, outcome and impact analysis, and efficiency analysis).

•
Explain why methodological quality and rigor are important factors towards stakeholder acceptance and utilization of evaluation findings.

•
Identify the key evaluation requirements applicable to CISR in the GPRA Modernization Act, Executive Order 13576, OMB Circular No. A-11,  PPD 21, and NIPP.

•
Explain how an evaluation culture supports the NIPP objective of “building partnerships to share information and implement CIKR [now critical infrastructure] protection programs.”

2. Topic Questions/Exercises for Journal and Class Discussion:
•
What are the differences between research and program evaluation and why do you think the distinction is important?

•
What are the differences between formative and summative evaluation and what are the key purposes?  List the main evaluation methodologies covered in the class (e.g., needs analysis, process monitoring, outcome and impact analysis, and efficiency analyses) and determine whether they are formative or summative in nature.

•
Why is methodological quality and rigor important towards acceptance of program evaluation findings?

•
How can GAO’s four key elements of evaluation capacity help CISR meet the NIPP Risk

Management Framework objectives and support RMA progress?

•
What are the key evaluation drivers applicable to CISR in the GPRA Modernization Act, Executive Order 13576, OMB Circular No. A-11,  PPD 21, and NIPP?

•
What interests you about the field of program evaluation and what applications does program evaluation have to your work?
3. Required Readings:
P. Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 1.

U.S. Department of Homeland Security, National Infrastructure Protection Plan: Partnering to Enhance Protection and Resiliency, (2009): http://www.dhs.gov/xlibrary/assets/NIPP_Plan.pdf. 
Presidential Policy Directive/ PPD 21: Critical Infrastructure Security and Resilience (replaced HSPD 7, February 2012): http://www.whitehouse.gov/the-press-office/2013/02/12/presidential-policy-directive-critical-infrastructure-security-and-resil.
U.S. Government Accountability Office, Report to Congressional Committees, Highlights of GAO-03-054, Program Evaluation: An Evaluation Culture and Collaborative Partnerships Help Build Agency Capacity, (May 2003): http://www.gao.gov/new.items/d03454.pdf.
U.S. Government Accountability Office, Performance Measurement and Evaluation: Definitions and Relationships, GAO-11-646SP, (May 2011): http://www.gao.gov/new.items/d11646sp.pdf.
GPRA Modernization Act of 2010, H.R. 2142, (January 2010), http://www.gpo.gov/fdsys/pkg/BILLS-111hr2142enr/pdf/BILLS-111hr2142enr.pdf.
The White House, Office of the Press Secretary, Executive Order 13576, (June 13, 2011), Delivering an Efficient, Effective, and Accountable Government, http://www.whitehouse.gov/the-press-office/2011/06/13/executive-order-delivering-efficient-effective-and-accountable-governmen.
Executive Office of the President, OMB Circular No. A-11, Part 6: Preparation and Submission of Strategic Plans, Annual Performance Plans, and Annual Performance Report, (August 2011), http://www.whitehouse.gov/sites/default/files/omb/performance/omb-circular-a11-part-6.pdf.
4. In-Class Group Exercise: Discuss examples of programs, policies, processes, or initiatives that could be used for course requirements.
5. Course Requirement Due: None.
LESSON 2 TOPIC:  POLITICS, VALUES, AND ETHICS IN EVALUATION
1. Learning Goals and Objectives:
•
Explain why evaluation is an inherently political process and describe possible positive and negative effects of political influences.

•
Distinguish between political time and evaluation time.

•
Define policy space and policy significance.

•
Describe the most common multi-stakeholder perspectives related to their role and why stakeholder involvement and communication in evaluation is so important.

•
Define the five major Program Evaluation Standards and the five Guiding Principles for
Evaluators and explain why they are so important.

•
Describe strategies that can be used to successfully balance evaluative independence with political considerations.
2.  Topic Questions/Exercises for Journal and Class Discussion:
•
Why is evaluation inherently a political process and why is it important to understand the political environment surrounding a program evaluation?

•
What are the main critical infrastructure entities or stakeholders and, from a high level, what are their roles and responsibilities?  According to GAO, what evaluation-related steps is DHS taking to “address overlapping security activities by clarifying roles and responsibilities for CIKR security activities?”

•
How does program evaluation tie to the NIPP objective of “building partnerships to share information and implement CIKR protection programs?”

•
What are some of the positive elements and threats or biases of evaluation studies taking place in a political environment?

•
What strategies can you employ to help mitigate mistrust of program evaluation findings and the “clash of cultures” to achieve non-partisan acceptance?
•
What are the five Guiding Principles and five categories of the Program Evaluation
Standards and why is each important to your program?
3. Required Readings:
Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 12.
E. Chelimsky, “A Clash of Cultures:  Improving the “Fit” between Evaluative Independence and the Political Requirements of a Democratic Society,” American Journal of Evaluation, 29(4), (2008), 400 – 415, http://blogs.ubc.ca/evaluation/files/2009/02/chelimsky.pdf.
L. Datta, “Seriously Seeking Fairness:  Strategies for Crafting Non-Partisan Evaluations in a

Partisan World,” American Journal of Evaluation, 21(1), (2000), 1 – 14.

M. Morris and R. Cohn, “Program Evaluators and Ethical Challenges: A National Survey,”
Evaluation Review, 17, (1993), 621 – 642.
S. Mathison, “Rights, Responsibilities, and Duties:  A Comparison of Ethics for Internal and

External Evaluators,” New Directions for Evaluation, (82), (Summer 1999), 25 – 34.
Critical Infrastructure and Key Resources Support Annex (CIKR-1), (January 2008), http://www.fema.gov/pdf/emergency/nrf/nrf-support-cikr.pdf.
U.S. Government Accountability Office, Briefing to Congressional Requestors, Critical Infrastructure Protection: DHS Has Taken Action Designed to Identify and Address Overlaps and Gaps in Critical Infrastructure Security Activities, GAO-11-537R, (May 2011): http://www.gao.gov/new.items/d11537r.pdf.
Program Evaluation Standards and Guiding Principles for Evaluators, 

http://www.eval.org/.
AEA General Principles Training Case Study, Evaluating the Healthcare Collaborative, http://www.eval.org/GPTraining/GP%20Training%20Final/gp.case1.pdf.
AEA General Principles Training Case Study Worksheet, http://www.eval.org/GPTraining/GP%20Training%20Final/gp.case1.wks.pdf.
4. In-Class Group Exercise:  In small groups, identify the main ethical issues and how they relate to the Guiding Principles from your reading of AEA General Principles Training Case Study, Evaluating the Healthcare Collaborative, and complete the AEA General Principles Training Case Study Worksheet.  Each group will share their findings with the class and the instructor will facilitate a combined list.
5. Course Requirement Due: None.
LESSON 3 TOPIC:  PROGRAM THEORY AND AN EVALUATION PLAN
1. Learning Goals and Objectives:
•
Define the three fundamental aspects that must be tailored in an evaluation plan (e.g., questions the evaluation is to answer; methods and procedures the evaluation will use to answer the questions; and nature of the evaluator-stakeholder relationship).

•
Define and distinguish between the three contextual features that the evaluation plan must take into account (e.g., Purpose, Program Structure and Circumstances, and Resources Available for the Evaluation).

•
Differentiate between the two major divisions of program theory — program process theory (comprised of a program’s service utilization plan and organizational plan) and program impact theory.

•
Distinguish between program mission, goals, and objectives and explain why defining boundaries is a crucial element of program theory.

•
Define and distinguish between the three major forms of evaluator-stakeholder relationships (e.g., independent evaluation, participatory or collaborative evaluation, and empowerment evaluation).

•
Formulate reasonable, appropriate, and answerable evaluation questions.

•
Define the five major forms of evaluation used to answer evaluation questions (e.g., Needs Assessment, Assessment of Program Theory, Assessment of Program Process, Impact Assessment, and Efficiency Assessment).

2. Topic Questions/Exercises for Journal and Class Discussion:
•
What are the three contextual features that an evaluation plan must take into account and why is each important?

•
What makes a good evaluation question and what four techniques are helpful to develop useful objectives?  Describe each and construct three evaluation questions related to your work that incorporate objectives using all four techniques.

•
What are the important concepts and procedures used to develop Program Theory?

•
How can setting joint regional strategic goals and strategies with measurable objectives across regional jurisdictions help to strengthen homeland security?

•
Why is it important to consider the concerns of the evaluation sponsor and other major stakeholders in shaping evaluation questions?  What are some strategies you can employ to make sure their input is included?

•
Do you think DHS’s high priority goals from the FY2011 budget incorporate all four techniques for useful objectives?  Compare DHS to another agency’s high priority goals to provide evidence for your answer.

3. Required Readings:
Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 2, 3.
L. Leviton, “Presidential Address: Building Evaluation’s Collective Capacity,” American
Journal of Evaluation, 22(1), (2001), 525 – 548.
S. Caudle, “Basic Practices Aiding High-Performance Homeland Security Regional Partnerships,” Homeland Security Affairs, 2(3), (October 2006), 1 – 16, http://www.hsaj.org/?article=2.3.7.
P. Rogers and C. Weiss, “Theory-Based Evaluation:  Reflections Ten Years On: Theory-Based
Evaluation: Past, Present, and Future,” New Directions for Evaluation, (114), (Summer 2007),

63 – 81.
Office of Infrastructure, Executive Office of the President of the United States, High Priority Performance Goals from the FY 2011 Budget: http://www.whitehouse.gov/sites/default/files/omb/performance/high-priority-performance-goals.pdf.
Infrastructure Protection Mission and Vision, http://www.dhs.gov/xabout/structure/gc_1185203138955.shtm.
4. Course Requirement Due: Evaluation Critique due at the beginning of class.
LESSON 4 TOPIC:  MEASUREMENT
1. Learning Goals and Objectives:
•
Define and distinguish between normative and non-normative knowledge.

•
Define and distinguish between independent, dependent, and confounding (e.g., antecedent and intervening) variables.

•
Explain why conceptual and operational definitions are important in measurement and evaluation.

•
Define and distinguish between reliability and validity, explain why they are an important consideration in measurement and evaluation, and describe methods used to demonstrate reliability and validity.

•
Define unit of analysis and determine the unit of analysis in evaluations.

•
Define precision or sensitivity of a measure and why it is important in measurement selection.

•
Define the four levels of measurements, determine the level of measurement of variables, and explain why levels of measurement are important in measurement selection and data

analysis.

•
Define and differentiate between input/process, output, and outcome measures.

•
Distinguish between experimental and non-experimental research designs and provide examples.

2. Topic Questions/Exercises for Journal and Class Discussion:
•
Describe the advantages of combining features of qualitative and quantitative evaluations in terms of the credibility and interpretability of the evaluation and its potential usefulness to stakeholders.

•
Define and differentiate between input/process, output, and outcome measures and provide a research question with at least one measurable indicator for each methodology.

•
Complete the Level of Measurement Practice Exercise available via California State

University San Marcos:  http://courses.csusm.edu/soc201kb/level_of_measurement.htm.
•
Using the U.S. Department of Homeland Security Annual Performance Report, Fiscal Years 2010 – 2012, Appendix – Measure Descriptions and Data Collection Methodologies
(February 2011):

o Review the performance measures, descriptions, and data collection methodologies

for each of the mission goals and chose one goal that you feel is particularly valid and

reliable to contrast against one that is vague and lacking in reliability and/or validity.

o Explain and provide evidence for your arguments and make sure to identify the unit of analysis for each of the performance measures for the goals you chose and also whether it is an input/process, output, or outcome measure.

3. Required Readings:
J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011), Chapters 3, 4.
D. Stufflebeam, “Meta-Evaluation,” Journal of MultiDisciplinary Evaluation, 7(15), (2011),

99 –158.

W. Shadish, “Philosophy of Science and the Quantitative — Qualitative Debates: Thirteen Common Errors,” Evaluation and Program Planning, 18(1), (1995), 63 – 75, http://socrates.berkeley.edu/~maccoun/PP279_Shadish.pdf.
U.S. Department of Homeland Security Annual Performance Report, Fiscal Years 2010 –
2012, Appendix – Measure Descriptions and Data Collection Methodologies (February

2011), http://www.dhs.gov/xlibrary/assets/cfo_apr_fy2010_appendix.pdf.
DHS Interagency Security Committee, Use of Physical Security Performance Measures, (2009):

http://www.dhs.gov/xlibrary/assets/isc_physical_security_performance_measures.pdf.
Public Sector Program Evaluation (A): Defining the Purpose, Setting Objectives and Designing Program Performance Measures, (Kennedy Case Study 978.4), http://www.ksgcase.harvard.edu/casetitle.asp?caseNo=978.4.
Public Sector Program Evaluation (B): Selecting a Method, Collecting the Data and Analyzing the Results (Kennedy Case Study 979.4), http://www.ksgcase.harvard.edu/casetitle.asp?caseNo=979.4.
4. Course Requirement Due: None.
LESSON 5 TOPIC:  EVALUATION DESIGN AND DATA COLLECTION
1. Learning Goals and Objectives: Define and distinguish between a causal and a spurious relationship.

•
Define and distinguish between internal and external validity.

•
Distinguish between experimental and non-experimental designs.

•
Define and distinguish between a sample and a population.

•
Define and distinguish between a probability and non-probability sample.

•
Define statistical inference, its purpose, and the effects of different sample sizes.

•
Distinguish between primary and secondary data.

•
Describe the advantages and disadvantages of using observations, document analysis, surveys, and interviews to collect data.

2. Topic Questions/Exercises for Journal and Class Discussion:
•
Using the Jamaica PATH Program Case Study, imagine that you are the Director of Social and Manpower Planning Division and create a table or list in which you assess the strengths and weaknesses of each of the three proposed evaluation designs.  Make sure to consider:

o Scientific quality of the design to estimate the true impact of PATH on the key outcomes of interest;

o Political feasibility of implementing the design; and

o Logistical implications of the design (e.g., will findings be available in a timely manner for policymakers, will available resources cover the design, does the design require more resources than those already budgeted, etc.)

•
Write a one-page, single-spaced, persuasive memo to the Minister of Labour and Social Security recommending which design should be selected to evaluate PATH.  Make sure to justify your recommendations using the strengths and weaknesses you identified but write the memo in non-technical language.
3. Required Readings:

J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011), Chapters 5, 7, 8, 9, and 10
P. Spence and K. Lachlan, “Disasters, Crises and Unique Populations: Suggestions for Survey

Research,” New Directions for Evaluation; (126), (Summer 2010), 95-106.
J. Sanders and D. Nafziger, “A Basis for Determining the Adequacy of Evaluation Designs,”

Journal of MultiDisciplinary Evaluation, 7(15), (2011), 44-78.
Designing Impact Evaluations: Assessing Jamaica’s PATH Program (Kennedy Case Study

1903.0), http://www.ksgcase.harvard.edu/casetitle.asp?caseNo=1903.0.
4. In-Class Group Exercise:  Learners will be divided into three groups depending on their recommendation as to which design should be selected to evaluate PATH.  Each group will aggregate their individual strengths and weaknesses tables into one table to argue their recommendation selection to the class.  The instructor will facilitate an overall strengths and weaknesses table based on each group’s input for final evaluation design selection.
5. Course Requirement Due: None.
LESSON 6 TOPIC:  NEEDS ASSESSMENT AND ASSESSMENT OF PROGRAM THEORY
1. Learning Goals and Objectives:
•
Describe the five steps involved in analyzing need and why each is important (e.g., identification of users and uses; description of the target population; need identification; need assessment; and communication).

•
Explain why all problem definitions are social definitions and consequently how ameliorative actions are therefore political processes.

•
Describe and contrast the four approaches an evaluator might use to assess program theory (e.g., assessment in relation to social needs; assessment of logic and plausibility; assessment through comparison with records and practice; and assessment via preliminary observation).

•
Define evaluability assessment and its goals.

•
Describe the three primary activities for an evaluability assessment (e.g., description of the program model with particular attention to defining program goals and objectives; assessment of how well defined and evaluable the model is; and identification of stakeholder interest in evaluation and likely use of findings).

•
Describe problems that have to be overcome for evaluation to contribute to improved program performance.

•
Explain how stakeholder involvement in assessing program theory can improve clarity, plausibility, feasibility, and appropriateness.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
Using the logic model template available at: http://www.uwex.edu/ces/pdande/evaluation/evallogicmodel.html.  Sketch a logic model of a program, policy, initiative, or process in your workplace or another source that would be ripe for program evaluation (you may use this opportunity to develop your logic model for your Evaluation Plan).  Bring copies of your logic model to share with class.
3. Required Readings:
Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapters 4 and 5.
J. King, J. Cousins, and E. Whitmore, “Making Sense of Participatory Evaluation: Framing

Participatory Evaluation,” New Directions for Evaluation, (114), (Summer 2007), 83-105.
K. Zantal-Wiener and T. Horwood, “Logic Modeling as a Tool to Prepare to Evaluate Disaster and Emergency Preparedness, Response, and Recovery in Schools,” New Directions for Evaluation, (114), (Summer 2010), 51-64.
Office of Management and Budget (OMB) and the Council for Excellence in Government, Performance Measurement Challenges and Strategies, (June 18, 2003), http://www.whitehouse.gov/sites/default/files/omb/part/challenges_strategies.pdf.
Logic Models online course, http://www.uwex.edu/ces/lmcourse/.
W.K. Kellogg Foundation Logic Model Development Guide, http://www.wkkf.org/knowledge- center/resources/2006/02/WK-Kellogg-Foundation-Logic-Model-Development-Guide.aspx.
4. Recommended Readings:
L. Knowlton and C. Phillips, The Logic Model Guidebook, Thousand Oaks, Sage, (2009).

5. Course Requirement Due: Measurement and Research Methods Quiz Due.
LESSON 7 TOPIC:  PROGRAM PROCESS EVALUATION AND PROGRAM PROCESS MONITORING
1. Learning Goals and Objectives:
•
Define program process evaluation and program process monitoring and differentiate these methodologies from outcome monitoring.

•
Explain why setting standards and indicators are critical aspects to be able to evaluate how good is “good.”

•
Define and distinguish between the three key stakeholder perspectives in process monitoring

(e.g., evaluator, accountability, and management perspectives).

•
Explain how a Management Information System (MIS) can help routinize program process monitoring data collection and reporting.

•
Describe the three kinds of service delivery failures (e.g., no intervention or not enough, wrong intervention, and non-standardized intervention) that process monitoring often uncovers.

•
Define what is meant by a program’s delivery system and describe the two concepts that are useful for monitoring the performance of delivery systems (e.g., specification of services and accessibility).

•
Define Real-Time Evaluation (RTE).
2. Topic Questions/Exercises for Journal and Class Discussion:
•
What are the differences between program process evaluation and program process monitoring?  What are the key attributes that distinguish these forms of evaluation from outcome monitoring?

•
How can a process evaluation that increases knowledge within an organization not have practical, application use, and what can be done to increase the probability of process evaluation result utilization?

•
What types of performance monitoring processes and systems have been put in place to address shortcomings and lessons learned from FEMA’s Hurricane Katrina assistance efforts?

•
How can management system standards support the ability to establish a comprehensive assessment of preparedness to  include training and exercise standards?

•
What is RTE and what issues and strengths does it offer in disaster and emergency preparedness and response?

•
What are the three kinds of service delivery failures that process monitoring often uncovers?

•
What is meant by a program’s delivery system?  What are two concepts that are useful for monitoring the performance of delivery systems?
3. Required Readings:

Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 6.

Congressional Reports: S. Rpt. 109-322, Hurricane Katrina: A Nation Still Unprepared, Executive Summary, (2006), 
http://www.gpo.gov/fdsys/pkg/CRPT-109srpt322/pdf/CRPT-109srpt322.pdf.

U.S. Government Accountability Office, GAO Report to Congressional Requestors, National Preparedness: FEMA Has Made Progress but Needs to Complete and Integrate Planning, Exercise, and Assessment Efforts, GAO-09-069, (April 2009), Highlights section only, http://www.gao.gov/new.items/d09369.pdf.
U.S. Government Accountability Office, GAO Report to Congressional Committees, Expedited Assistance for Victims of Hurricanes Katrina and Rita: FEMA’s Control Weaknesses Exposed the Government to Significant Fraud and Abuse, GAO-06-655,  (June 2006), Highlights section only, http://www.gao.gov/new.items/d06655.pdf.
NIMS Resource Center,  http://www.fema.gov/emergency/nims/.
A. Janis, K. Stiefel, and C. Carbullido, “Evolution of a Monitoring and Evaluation System in Disaster Recovery:  Learning from the Katrina Aid Today National Case Management Consortium,” New Directions for Evaluation, (126), (Summer 2010), 65-77.
E. Brusset, J. Cosgrave, and W. MacDonald, “Real-Time Evaluation in Humanitarian

Emergencies,” New Directions for Evaluation, (126), (Summer 2010), 9-20.
J. Wholey and H. Hatry, “The Case for Performance Monitoring,” Public Administration Review,

52(6), (1992), 604-610.
B. Perrin, “Effective Use and Misuse of Performance Measurement,” American Journal of
Evaluation, 19(3), (1998), 367-379.
Review the Council on Accreditation (COA) Standards, www.coastandards.org.
Presidential Policy Directive/PPD-8: National Preparedness (replaced HSPD 8 in March 2011):

http://www.dhs.gov/xabout/laws/gc_1215444247124.shtm.
Sharon Caudle, “Basic Practices Aiding High-Performance Homeland Security Regional
Partnerships,” Homeland Security Affairs, 2(3), (October 2006), 1 – 16

4. Course Requirement Due: None.
LESSON 8 TOPIC:  IMPACT AND OUTCOME ASSESSMENT
1. Learning Goals and Objectives:
•
Define impact and outcome (include outcome level, outcome change, and program effect).

•
Differentiate outcome assessment from program process evaluation and program process monitoring.

•
Define unintended outcome and ways to identify potential unintended outcomes.

•
Explain why most outcomes are multidimensional.

•
Explain how multiple measures and attention to sensitivity of indicators and conceptualization can improve reliability and validity of impact and outcome findings.
2. Topic Questions/Exercises for Journal and Class Discussion: Using Tennessee’s and Texas’ response to the H1N1 Influenza Pandemic (Kennedy Case Studies 1940 and 1941.0), complete the following questions:

•
What were the key challenges that health officials in Texas and Tennessee confronted in dealing with H1N1?

•
What were the political issues for the top health officials and political leaders as they dealt with the challenges?

•
To what extent were the steps taken by Texas and Tennessee in their pre-2009 pandemic planning efforts useful?  To what extent did they fall short?

•
What were some of the states’ most effective response strategies?  What could they have done differently in responding to the pandemic?

•
To what extend did H1N1 constitute a crisis?  If the pandemic had proven more severe, would the states have been able to respond as effectively?

•
Looking forward, where are the greatest needs for improving pandemic capabilities at the

State and national levels?  What are the principal obstacles to making those improvements?

•
What performance measures could be put in place for ongoing readiness performance monitoring and outcome assessment?
3. Required Readings:

Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 7.
U.S. Government Accountability Office, GAO Report to Congressional Requestors, Critical Infrastructure Protection: DHS Efforts to Assess and Promote Resiliency are Evolving but Program Management Could Be Strengthened, GAO-10-772, (September 2010), http://www.gao.gov/new.items/d10772.pdf.
On the Frontlines of a Pandemic: Texas Responds to 2009 Novel H1N1 Influenza A (Kennedy Case Study 1940.0), http://www.ksgcase.harvard.edu/casetitle.asp?caseNo=1940.0.
Tennessee Responds to the 2009 Novel H1N1 Influenza A Pandemic (Kennedy Case Study

1941.0), http://www.ksgcase.harvard.edu/casetitle.asp?caseNo=1941.0.
4. Course Requirement Due: None.
LESSON 9 TOPIC:  EFFICIENCY ASSESSMENT
1. Learning Goals and Objectives:
•
Define and differentiate between ex ante and ex post efficiency analyses.

•
Define and differentiate between cost-benefit and cost-effective analyses.

•
Describe the steps involved in conducting cost-benefit and cost-effectiveness analyses.

•
Describe seven different approaches used to measure costs and benefits (e.g., monetizing outcomes, shadow prices, opportunity costs, secondary effects, distributional considerations, and discounting).
2. Topic Questions/Exercises for Journal and Class Discussion:
•
What is the difference between cost-benefit and cost-effective analysis and when would you use them?

•
What are the steps involved in conducting cost-benefit and cost-effectiveness analyses?

•
At a high level, define and differentiate monetizing outcomes, shadow prices, opportunity costs, secondary effects, distributional considerations, and discounting.

•
Using the Mueller and Stewart article, answer the following questions using a non-normative argument:

o How convincingly have the authors presented their findings?

o What risks are not reflected in the cost-benefit analysis?

o What benefits are not reflected in the cost-benefit analysis?

o Do you agree with the authors’ findings that the expenditures have been excessive?

o How do their findings tie in with GAO’s findings concerning DHS’ challenges in

“strategically managing risks and assessing homeland security efforts?”

•
Find and succinctly summarize an efficiency analysis case study that interests you.  Make sure to include the evaluation’s purpose and evaluation questions, measures and indicators, research design, findings, and recommendations.
3. Required Readings:

Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 11.
U.S. Government Accountability Office, GAO Report to Congressional Requestors, Department of Homeland Security, Progress Made and Work Remaining in Implementing Homeland Security Missions 10 Years After 9/11, GAO-11-881,  (September 2011), http://www.gao.gov/new.items/d11881.pdf.
J. Mueller and M. Stewart, “Balancing the Risks, Benefits, and Costs of Homeland Security,”

Homeland Security Affairs, 7(16), (August 2011), 1-26, http://www.hsaj.org/?article=7.1.16.
B. Yates, “Cost-Inclusive Evaluation:  A Banquet of Approaches for Including Costs, Benefits and Cost–Effectiveness and Cost–Benefit Analyses in Your Next Evaluation,” Evaluation and Program Planning, 32(1), (2009), 52-54.
P. Herman, D. Avery, C. Schemp, and M. Walsh, “Are Cost Inclusive Evaluations Worth the

Effort?” Evaluation and Program Planning, 32(1), (2009), 55-61.
J. Smith, “Cost Effectiveness Studies of Education Programs: A Checklist,” American Journal of
Evaluation, 43(4), (1983), 43-49.
P. Rogers, K. Stevens, and J. Boymal, “Qualitative Cost-Benefit Evaluation of Complex, Emergent Programs,” Evaluation and Program Planning, 32(1), (2009), 83-90.
4. Course Requirement Due: Evaluation Proposal due at the beginning of class.
LESSON 10 TOPIC:  UNIVARIATE ANALYSIS REVIEW
1. Learning Goals and Objectives:
•
Define descriptive statistics.

•
Explain the components of a frequency distribution (e.g., frequency, relative frequency, valid percent, and cumulative percent) and use SPSS or comparable statistical software to compute a frequency table.

•
Define central tendency; define and calculate the four most used measures (e.g., mean, trimmed mean, median, and mode) and the level of measurement they are most commonly associated with.

•
Define measure of variability or dispersion; define and calculate the five most used measures (e.g., range, interquartile range, mean absolute deviation, variance, and standard deviation) and the level of measurement they are most commonly associated with.

•
Differentiate between the most common types of graphs and what types of data they work best with (e.g., bar, pie, dot, histogram, line, boxplot, and time series plot).

•
Explain the concepts and logic behind statistic inference and the central limit theorem.

•
Define statistical significance and significance level.

•
Define the properties of the normal curve and identify outliers.

•
Define and construct a null hypothesis and alternative or working hypothesis and construct.

•
Define and differentiate between a Type I and Type II error.

•
Define confidence intervals and confidence levels.

•
Define z-score and its purpose; calculate a z-score and use a z-table.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
What are the differences between a Type I and a Type II error?  Which one is harder to control and why?  Provide examples of a Type I and Type II error.

•
Answer the following questions using the Death Rates from Firearms Injuries, Selected
Countries
  table below:

o Calculate the mean, trimmed mean, median, and mode.  What do these central tendency measures tell you about the shape of the distribution?  Which measure would best summarize what a typical case in the distribution looks like?  Why?

o Calculate a range, interquartile range, variance, and standard deviation.  Which variability measure would best summarize how different the cases in the distribution are from each other?  Why?
o Are there any outliers?  How do you know (provide statistical evidence)?

o Using a z-table, how much better than average in percentage is the England and

Wales death rate?
o Using a z-table, what percentage of countries have a better death rate than England and Wales?

o Using the z-table, what percentage of countries have a worse death rate than England and Wales?

	Country
	Death Rate from Firearm (per 100K
population)

	United States
	13.7

	Australia
	2.9

	Canada
	3.9

	Denmark
	2.1

	England and Wales
	.4

	France
	6.3

	Israel
	2.8

	Netherlands
	.5

	New Zealand
	3.1

	Norway
	4.3

	Scotland
	.6


3. Required Readings:

J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011), Chapter 11.

4. In-Class Individual Exercise: Using the data file provided by your instructor and SPSS or comparable statistical software:

•
Write an alternate and null hypothesis for the given variables; and

•
Provide univariate analysis (e.g., discussion of data source, variable conceptualization and measurement, central tendency, variability, and supporting frequency table and graph) for all variables.

5. Course Requirement Due: None.
LESSON 11 TOPIC:  BASIC BIVARIATE AND MULTIVARIATE ANALYSIS REVIEW
1. Learning Goals and Objectives:
•
Determine whether a relationship is significant using select procedures (Note: T-Test, One- Way ANOVA, Cross tabulation and Chi-Square, Simple Linear Regression, and Multiple Regression procedures will be reviewed).

•
Determine the strength of a significant relationship using select procedures (Note: Lambda, Cramer’s V, Kendall’s Tau b and Tau c, Eta-squared, and Pearson Correlation Coefficient procedures will be reviewed).

2. Topic Questions/Exercises for Journal and Class Discussion:
•
Why are statistically significant differences between treatment and non-treatment groups not sufficient to show that a program is worth offering?

•
Using the data file provided by your instructor, SPSS or comparable statistical software, and the univariate analyses you did last week:

o Use the appropriate test of significance for the independent and dependent variable, report results, and reject or fail to reject the null hypothesis based on the results; provide all appropriate tables and graphs as supporting evidence;

o If the relationship is significant, use the appropriate measure of association and report results; provide all appropriate tables and graphs as supporting evidence; and

o Add a control variable to the original relationship, use the appropriate tests for the multivariate relationship, and report results (provide all appropriate tables and graphs as supporting evidence).

3. Required Readings:

J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011), Chapters 12 and 13.

4. Course Requirement Due: None.
LESSON 12 TOPIC:  EVALUATION RESULTS AND REPORTS
1. Learning Goals and Objectives:
•
Contrast the different emphases that distinguish an evaluation report from an article in a research journal.

•
Describe the different purposes of evaluation reporting.

•
Discuss the different considerations that should be taken into account in tailoring evaluation reporting to audience needs and why this is important to utilization and learning.

•
Describe some of the different ways and vehicles that evaluation results can be communicated to stakeholders and how technology can help.

•
Describe the pros and cons of technocracy.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
What are the different emphases that distinguish an evaluation report from an article in a research journal and why are these differences important for an evaluator to take into consideration?

•
What are the different purposes of evaluation reporting?

•
Why is making methodology and results from evaluation studies more understandable and meaningful to broader audiences than statistical experts so important?

•
What are the different considerations that should be taken into account in tailoring evaluation reporting to audience needs and why is this important to utilization and learning?

•
What are some of the different ways and vehicles that evaluation results can be communicated to stakeholders and how can technology help?

•
What are the pros and cons of technocracy?

3. Required Readings:
Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 12.

J. Johnson and H. Reynolds, Political Science Research Methods (7th ed.), (Washington: CQ Press, 2011), Chapter 14.

S. Pandey J. and Garnett, “Exploring Public Sector Communication Performance: Testing a

Model and Drawing Implications,” Public Administration Review, 66(1), (2006), 37-51.
H. May, “Making Statistics More Meaningful for Policy Research and Program Evaluation,” American Journal of Evaluation, 25(4), (2004), 525-540, http://www.uk.sagepub.com/salkind2study/articles/08Article02.pdf.
G. Henry and M. Mark, “Beyond Use:  Understanding Evaluation’s Influence on Attitudes and Actions,” American Journal of Evaluation, 24(3), (2003), 293-314, http://www.stes-apes.med.ulg.ac.be/Documents_electroniques/EVA/EVA-GEN/ELE%20EVA- GEN%207387.pdf.
H. Preskill and S. Boyle, “A Multidisciplinary Model of Evaluation Capacity Building,” American Journal of Evaluation, 29(4), (2008), 443-459, http://www.fsg.org/Portals/0/Uploads/Documents/ImpactAreas/AJE_Multidisciplinary_Model_o f_Evaluation.pdf.
E. Chelmisky, “What Evaluation Could do to Support Foundations:  A Framework with Nine

Component Parts,” American Journal of Evaluation, 22 (1), (2001), 13 – 38.
D. Fetterman, “The Transformation of Evaluation into Collaboration: A Vision of Evaluation in the 21st  Century,” American Journal of Evaluation, 22(3), (2001), 381-385.
4. Course Requirement Due: All Evaluation Plan Presentations and Summaries due electronically to instructor by the beginning of class.  The instructor will distribute for peer critique.

LESSON 13 TOPIC:  EVALUATION PLAN PRESENTATIONS
1. Learning Goals and Objectives:
•
Provide constructive feedback to peers to improve evaluation plans.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
Provide constructive criticism for each Week 13 presentation and summary handout in the following areas:  (a) Evaluation Plan content (i.e., were syllabus requirements addressed?); (b) overall cohesiveness; (c) thoroughness; (d) organization; (e) presentation appearance; and (f) grammar.
3. Required Readings:
•
Presentations and summary pages for peers scheduled to present during Week 13 class (instructor will send electronic copies of all presentations and summary handouts and the schedule of presenters during Week 12).
4. In-Class Peer Evaluation:

•
Rank each presenter on a scale of 1 to 5 (low to high):  (a) Evaluation Plan content (i.e., were syllabus requirements addressed?); (b) overall cohesiveness; (c) thoroughness; (d) organization; (e) presentation appearance; (f) grammar; (g) oratory skills; and (h) timing:

o Describe at least one thing the presenter did really well;

o Describe at least one area for improvement; and

o Provide any additional comments to help the presenter.

Please be respectfully honest — we do not grow from the things we already do well; we grow when we improve in the areas that challenge us!
5. Course Requirement Due: Send Week 13 critiques via email to the instructor by the beginning of the Week 13 class.

LESSON 14 TOPIC:  EVALUATION PLAN PRESENTATIONS
1. Learning Goals and Objectives:
•
Provide constructive feedback to peers to improve evaluation plans.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
Provide constructive criticism for each Week 14 presentation and summary handout in the following areas:  (a) Evaluation Plan content (i.e., were syllabus requirements addressed?); (b) overall cohesiveness; (c) thoroughness; (d) organization; (e) presentation appearance; and (f) grammar.
3. Required Readings:
•
Presentations and summary pages for peers scheduled to present during Week 14 class (instructor will send electronic copies of all presentations and summary handouts and the schedule of presenters during Week 12).

4. In-Class Peer Evaluation:

•
Rank each presenter on a scale of 1 to 5 (low to high):  (a) Evaluation Plan content (i.e., were syllabus requirements addressed?); (b) overall cohesiveness; (c) thoroughness; (d) organization; (e) presentation appearance; (f) grammar; (g) oratory skills; and (h) timing

o Describe at least one thing the presenter did really well

o Describe at least one area for improvement

o Provide any additional comments to help the presenter

Please be respectfully honest — we do not grow from the things we already do well; we grow when we improve in the areas that challenge us!
5. Course Requirement Due: Send Week 14 critiques via email to the instructor by the beginning of the Week 14 class.

LESSON 15 TOPIC:  EVALUATION UTILIZATION
1. Learning Goals and Objectives:
•
Define the three classifications of the ways evaluations are used.

•
Describe the five variables affecting evaluation utilization.

•
Define utilization-focused evaluation.

•
Define ways to maximize utilization.
2. Topic Questions/Exercises for Journal and Class Discussion:
•
Why must the worth of evaluations be judged by their utility and what can you do as an evaluator to maximize utilization of evaluation recommendations?

•
What are the three classifications of the ways evaluations are used?

•
Define utilization-focused evaluation and discuss relevant techniques to identify and analyze evaluation stakeholders, inform the process of developing and implementing an evaluation design, and utilize evaluation findings.

•
What does it mean to link performance information to the budget process and what are the key factors?  Why is this so important in the current economic situation?

•
At a high level, how has the Obama administration’s approach to program evaluation changed from the Bush administration’s approach?  Which do you think is more effective? Provide non-normative evidence for your arguments.

•
Describe the eight purposes and related questions public managers have for measuring performance.
•
How can performance measurement increase citizenship outcomes such as civic reciprocity and trust?
3. Required Readings:
Rossi et al, Evaluation: A Systematic Approach (7th ed.), (Thousand Oaks: Sage Publications, Inc., 2004), Chapter 12.
P. Julnes and M. Holzer, “Promoting the Utilization of Performance Measures in Public Organizations:  An Empirical Study of Factors Affecting Adoption and Implementation,” Public Administration Review, 61(6), (2002), 693-708.
J. Bryson, M. Patton, and R. Bowman, “Working with Evaluation Stakeholders: A Rationale, Step-Wise Approach and Toolkit,” Evaluation and Program Planning, 34(1), (2011), 1- 12.
P. Joyce, “The Obama Administration and PBB: Building on the Legacy of Federal

Performance-Informed Budgeting?,” Public Administration Review, 71(3), (2011), 356-367.
R. Behn, “Why Measure Performance? Different Purposes Require Different Measures,” Public Administration Review, 63(5), (2003), 586 – 606, 
http://www.coe.int/t/dghl/cooperation/cepej/thematiques/Measuring_perf/Why_measure_performance_stawa_en.pdf.

K. Yang and M. Holzer, “The Performance – Trust Link: Implications for Performance Measurement,” Public Administration Review, 66(1), (2006), 114-126, http://www.library.eiu.edu/ersvdocs/4380.pdf.
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